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Workshop Agenda 
• The growth in computing needs for HEP by HL-LHC 

will outpace technology evolution improvements, 
leaving a significant resource gap
• High Performance Computing offers very promising 

opportunities

• Representatives from PRACE and CERN met on 
October 22nd 2018 
• The morning was devoted to PRACE organization and 

opportunities 
• There was a focus on training and support

• The afternoon focused on the experiment plans and 
activities in HPC

• Material available at 
https://indico.cern.ch/event/760705/

https://indico.cern.ch/event/760705/


Workshop Goals

• Learn how PRACE works and how we can interact together
• Understand mechanisms for resource allocation, scheduling, I/O and data 

serving , authentication and authorization, and firewalls
• Understand the interactions of PRACE with other EU HPC initiatives 
• Understand PRACE plans for the next generation of hardware deployments
• Understand how all of these elements impact the scientific use-cases

• Understand how HEP software and best exploit HPC resources
• Present the current experience of the experiments on HPC
• Discuss what changes on the infrastructure and the workflows could be the 

most beneficial to efficiently working together



Some notes from the discussion  

• It was recognized that the LHC and other data intensive sciences like SKA are often 
open-ended multi-year projects that need predictable computing resources
• not coherent with PRACE annual proposal-driven allocations 

• Most LHC/HEP applications currently make very little use of communication 
between data processing instances (running processes) due to the nature of HEP 
workflows 
• PRACE has resources for code optimization and support for hardware transitions, which could 

be very beneficial to HEP

• A common set of interfaces for authorization, resource allocation, workflow 
submission, data management and access are needed to reduce the cost of 
adoption 
• Expertise from HEP could be beneficial 

• Prototypes like FENIX that could be a starting point



Next steps 

• A number of joint strategic and technical actions/activities were 
discussed, some could be in common with SKA

• A two-page summary of the discussion is being prepared capturing 
actions and possible demonstrators 


