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What is machine learning? ALICE

* Algorithms and mathematical models that THIS 15 YOUR MACHINE LEARNIG SYSTET?
computer systems use to progresswe!x PLE OF LNEAR ALGESOA, TN (OLLECT
improve their performance on a specific task. THE ANSLIERS ON THE OTHER SIDE.

. , , . WHAT IF THE ANSLERS ARE LIRONG? )

* Machine learning algorithms build a TUST STIR THE PILE UNTIL
mathematical model of training data, in THE(%RT’”GRW
order to make predictions or decisions i

without being explicitly programmed to
perform the task.

https://xkcd.com/1838/
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Supervised learning ALICE

* Supervised learning is the machine learning task of learning a function
that maps an input to an output based on example input-output pairs.

Classification Regression
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Classification

e Definition

ALICE

Problem of identifying to which of a set of categories (sub-populations) a new
observation belongs, on the basis of a training set of data containing observations
whose category membership is known.
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http://stephanie-w.github.io/brainscribble/classification-algorithms-on-iris-dataset.html




Examples ALICE

High Energy Physics:
* Particle Identification based on training set of full simulation
* Jet tagging based on simulation data

* Object tagger in ATLAS for pair production of heavy vector-like
quarks with hadronic final states based on simulation data

* Run quality classification based on trending.root and RCT

Outside:

* Prediction of patients diseases based on their lab results and
symptoms




Regression ALICE

* Definition
Regression is a set of statistical processes for estimating the
relationships among variables.

* In Machine Learning it is usually referred as a method for predicting
the value of one variable




Examples ALICE

High Energy Physics:
* Energy regression in calorimeters
* Calculate jet-underlying background in Pb-Pb

Outside:
* Predicting the market revenue of the property




Classification and regression algorithms

P(target|attributes) =

Naive Bayesian Classifier

P(attributes|target)P(target)

Support Vector Machine (SVM)
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Random Forest /xgboost ALICE

* Ensemble learning methods for classification/regression, which
operates on multiple decision trees, and outputs class based on
combined predictions of individual trees.

Sample
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Neural Networks ALICE

* Directed graph where vertex (neurons) are grouped
in layers which are connected by weighted
synapses.

* Training is used to adjust the weights so that the

* ,,Machine learning framework”

* Inspired by human brain

* Commonly used for Classification/Regression, but also
suitable for other tasks




Standard workflow for classification or

. . ALICE
regression experlment
Results

Training set evaluation

Model
X | Y [ 2] Class N
1 2 2 1

>y Testset+
1 4 3 0 > predictions
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Unsupervised learning
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Clustering ALICE

e Definition

Machine Learning method of grouping a set of objects in such a way
that objects in the same group (called a cluster) are more similar (in
some sense) to each other than to those in other groups (clusters).
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ALICE

ing of photos in Lyon

Example — cluster
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Examples ALICE

High Energy Physics:
* TrackML — Clustering of particle hits

Others:
* Clustering of clients in banks/telecom/Netflix

* Phone users clustering




Clustering algorithms

K-means DBSCAN K-Nearest
neighbours
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Dimensionality Reduction ALICE

* Definition

Dimensionality reduction is the process of reducing the number of
random variables under consideration by obtaining a set of principal
variables.

Input Compressed Output
Representation |

] S

Autoencoder

Principal Component Analysis (PCA)




Examples ALICE

High Energy Physics:

* Run classification — data preparation

* Fast simulation with Variational Autoencoders — data representation
* Search for similar events — data representation

Outside:
* Genetics — data representation and visualisation




Frequent sets and Association Rules ALICE

e Definition

Association rule learning is a rule-based machine learning method for
discovering interesting relations between variables in large databases.

ID ltems
Coke, Bread, Diaper, Milk

Beer, Diaper, Bread, Eggs
Bread, Milk, Chips, Mustard

|

2 Beer, Bread, Diaper, Milk, Mustard Bread, Diaper -> Beer

3 Coke, Bread, Diaper, Milk Rules mining  (30% confidence, 60% support)
4 Beer, Bread, Diaper, Milk, Chips > Milk Diaper -> Coke

Z Beer, Coke, Diaper, Milk (60% confidence, 40% support)
7




Anomaly detection with ML

* Classification of anomalies (needed: labelled dataset)

* Regression of one value which may indicate anomalies
(needed: dataset with known values)

* Clustering of unknown data and searching for outliers
(needed: noisy data)

* Dimensionality reduction for sparse data representation and
searching of outliers (needed: high dimensional data)

ALICE




Model evaluation — binary classification
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ROC Curve
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How to do ML?
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What is trendy in ML? ALICE

machine learning Python
B Google Trends

machine learning R

: AR AW o
: _ A AAINALANT ' machine Iea[ning C++
e PR VSV SV SN e

Apr 7,2013 Dec 28, 2014 Sep 18,2016

pivarski-bigdata-software
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It is possible!

Mentions of Software in
Astronomy Publications:
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ALICE
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Don’t turn Your back to the community  aLice

AliIROOT 70 000 commits |36 contributors
Most common ML libraries on github:
Python:
® teane. SCi-kit learn 23 000 commits 1200 contributors
Multilingual (Python/R/Java):

Tensorflow 45 000 commits | 750 contributors
Id Keras 5000 commits 750 contributors
& PyTorch |5 000 commits 850 contributors

spaid Spark 23 000 commits 1300 contributors




(Not so) common knowledge ALICE

* Up to 70% of the Data Scientist/ML researcher work is spent on data

preparation
ROBBIE, STOP M/sam@ i
OR | WILL SEND YOU BACK
70 DATA CLEANING! MACHINE

LEARNING

* ,Garbage in garbage out”

* You will never have a perfect model

KDNUGGETS.COM

* Neural Networks are not
the Holy Grall
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