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Outline/Aim

• Summarise aspects of MMHT fit relevant to DY precision 
measurements at the LHC. Focus on discussion points from EW 
precision group:

LHC precision EW working group

PDF issues related to precision Drell-Yan
measurements at the LHC

ABSTRACT

Over the past few years, a number of very precise measurements from the LHC experiments have been pro-
duced concerning inclusive Drell-Yan production of W/Z bosons. In parallel, the global fits to parton distribution
functions have improved their accuracy through the use of the wealth of available LHC data, through the inclusion
of the full HERA-2 data and of legacy precision measurements from the Tevatron, and through further develop-
ments of the underlying theory. Because of the intrinsic uncertainties related to the proton parton distribution
functions, the precision of recent measurements of some of the fundamental parameters of the theory, such as the
W -boson mass and the weak mixing angle, is limited in large part by the uncertainties in the parton distribution
functions themselves. In addition, clear limitations have appeared in the use of purely perturbative QCD to de-
scribe the inclusive production of vector bosons at the LHC when performing global fits of the parton distribution
functions.

This short note is a proposal to open a detailed discussion with the PDF4LHC forum to assess how best to deal
with PDF uncertainties and their profiling in precision Drell-Yan measurements such as the weak mixing angle
(used as the main example in this note) or the mass of the W boson, and also hopefully on how to improve the
underlying theoretical tools used for Drell-Yan production. Some concrete requests are made and two dedicated
meetings are proposed to be held jointly before the end of 2018.

Proposal for discussion: October 24, 2018.

CT10 CT14 MMHT14 NNPDF31
sin2 q`eff 0.23118 0.23141 0.23140 0.23146

Uncertainties in measurements
Total 39 37 36 38
Stat. 21 21 21 21
Syst. 32 31 29 31

Table 1: Spread of values obtained for sin2 q`eff by ATLAS using different PDF sets as quoted in Ref. [15]. The
uncertainty values are given in units of 10�5.

2 Summary of PDF issues to be discussed
The issues discussed within the LHC precision EW working group are summarised below, based on discussions at
meetings earlier this year:

1. Which global PDF sets would wish to be considered in these studies? Hopefully this could start with the most
recent sets, namely ABM16, CT14, MMHT14, and NNPDF3.1. Is it worth considering also the PDF4LHC
set? From the list of issues raised below, wouldn’t it seem more useful to study separately the sets entering
this combination, or possibly even their successors?

2. What should be done in terms of studying further the impact of enhanced strangeness? Is there consensus
that strangeness is indeed enhanced at low x compared to what was assumed before LHC data arrived? Is
there consensus that different measurements at higher x are somewhat in tension concerning this and has this
tension been properly quantified yet? In short, how should one treat this issue in the context of precision EW
measurements at the LHC?

3. Could the experts from each global PDF set define precisely which theory they use for inclusive Drell-Yan
production? Non-experts assume that it is perturbative QCD at NNLO precision?

4. Could the experts from each global PDF set define precisely which uncertainties are included in the output
of their fits on top of the data uncertainties from the measurements used in the fit? Is it correct that normally
no uncertainties related to higher-order QCD corrections (based on QCD perturbative scale variations) or
to parton-shower effects are included? Because of this, should one even consider using measurements of
the Z-boson transverse momentum in PDF fits once one has observed that the theoretical uncertainties due
to higher-order corrections (which are now known to O(a3

s )) are larger than the PDF uncertainties in the
kinematic region of interest where most of the events are?

5. What about uncertainties related to QED/EW corrections? All PDF sets now explicitly include a photon
PDF which should account for a large fraction of QED ISR corrections to the predictions, but are their
uncertainties, even though small when considered in an inclusive sense, included as additional nuisance
parameters in the global PDF sets since the LUX parameterisation was adopted a few years ago? Clearly the
authors of Luxqed provide several nuisance parameters but to most users from the experimental community
it is not even clear which PDF sets still in use in simulated samples include Luxqed or not, let alone whether
the uncertainties related to the photon PDF are accessible or not.

6. What about other parametric uncertainties, especially those related to heavy flavours which contribute very
differently to W -boson and Z-boson production? In particular, is there any consensus on intrinsic charm, as
recently studied within the context of NNPDF?

7. What about non-perturbative effects not covered by the previous point such as intrinsic kT (see studies shown
in June including flavour-dependent TMDs)?

8. What are the uncertainties assigned by each global PDF set to the methodology (assumptions such as
strangeness suppression, technical implementation of theoretical predictions, fit machinery, number of pa-
rameters, etc) and parameterisations used? Are these considered to be negligible, and if so why? Are many
of them correlated between different PDF sets since some of the assumptions must be very similar?
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MMHT Basics - Parameterisation

• PDFs parameterised in terms of Chebyshev polynomials:

Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2
0) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch
i (y(x))

!
, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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the shape at very low x is very quickly washed out. Hence, we choose to assume that this

universality in the very low x shape is already evident at input. For s+ we also set the third

and fourth Chebyshev polynomials to be the same as for the light sea, as there is not enough

data which can constrain the strange quark, while leaving all four parameters in the polynomial

free leads to instabilities.

We still have to specify the parameterisations of the gluon and of the di↵erences d̄� ū and

s� s̄. For the parameterisation of � ⌘ d̄� ū we set ⌘� = ⌘S + 2, and use a parameterisation

x�(x,Q2
0) = A�(1� x)⌘�x�

�

�
1 + ��x+ ✏�x

2
�
. (3)

The (poorly determined) strange quark di↵erence is taken to have a simpler input form than

that in (1). That is

s� ⌘ x(s� s̄) = A�(1� x)⌘�x��(1� x/x0) (4)

where A�, �� and ⌘� are treated as free parameters, and where the final factor in (4) allows

us to satisfy the third number sum rule given in (6) below, i.e. x0 is a crossing point. Finally,

it was found long ago [18], that the global fit was considerably improved by allowing the gluon

distribution to have a second term with a di↵erent small x power

xg(x,Q2
0) = Ag(1� x)⌘gx�g

 
1 +

2X

i=1

ag,iT
Ch
i (y(x))

!
+ Ag0(1� x)⌘g0x�g0 , (5)

where ⌘g0 is quite large, and concentrates the e↵ect of this term towards small x. This means

the gluon has 7 free parameters (Ag being constrained by the momentum sum rule), which

would be equivalent to using 5 Chebyshev polynomials if the second term were absent.

The choice k = 0.5, giving y = 1 � 2
p
x in (1), was found to be preferable in the detailed

study presented in [11]. It has the feature that it is equivalent to a polynomial in
p
x, the same

as the default MSTW parameterisation. The half-integer separation of terms is consistent with

the Regge motivation of the MSTW parameterisation. The optimum order of the Chebyshev

polynomials used for the various PDFs is explored in the fit. It generally turns out to be

n = 4 or 5. The advantage of using a parameterisation based on Chebyshev polynomials is the

stability and good convergence of the values found for the coe�cients ai.

The input PDFs are subject to three constraints from the number sum rules

Z 1

0

dx uV (x,Q
2
0) = 2,

Z 1

0

dx dV (x,Q
2
0) = 1,

Z 1

0

dx (s(x,Q2
0)� s̄(x,Q2

0)) = 0, (6)

together with the momentum sum rule

Z 1

0

dx x
⇥
uV (x,Q

2
0) + dV (x,Q

2
0) + S(x,Q2

0) + g(x,Q2
0)
⇤

= 1. (7)

We use these four constraints to fix Ag, Au, Ad and x0 in terms of the other parameters. In
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• Nature of Chebyshevs - more stable w.r.t. basic polynomial expansion: 
higher order in          finer scale in    (avoids large cancellations 
between terms in ‘standard’ form).

• Optimum order     explored in fit.n

n )
x

• Only gluons + light quarks fit: no intrinsic heavy flavour.
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Figure 1: Behaviour of Chebyshev polynomials Ti[y(x)] of order i = 0 to 5 as a function of x
for di↵erent arguments for the expansion variable. The order of the polynomial increases as the
structure extends to smaller x values. The order of the polynomial also increases across the
visible spectrum (i.e. dark blue to red).

method, and since there was little change in the results, it was concluded that the eigenvector
approach was justified and would continue to be used in our PDF analyses.3 Nevertheless, there
was some evidence that an extended parameterisation might lead to some di↵erences in the
PDFs of the valence quarks. Hence, we start by investigating this hypothesis.

For valence and sea quarks the default MSTW parameterisation for the input at Q2

0

= 1 GeV2

was taken to be
xf(x,Q2

0

) = A(1� x)⌘x�(1 + ✏x

0.5 + �x). (1)

The (1� x) power, ⌘, allows a smooth interpolation to zero as x ! 1 and is inspired by number
counting rules. The single small-x power, �, is inspired by the behaviour predicted by Regge
theory at small x. We found long ago that, first at NNLO [19], and also with improved data at
NLO [20], that two terms with di↵erent small x powers were needed for the gluon distribution
to give the best fit. For the gluon the parameterisation is

xg(x,Q2

0

) = Ag(1� x)⌘gx�g(1 + ✏gx
0.5 + �gx) + Ag0(1� x)⌘g0x�g0

. (2)

The input parameterisations for some other distributions, d̄� ū and s� s̄, take slightly di↵erent
forms, but these are not very precisely determined, and we will not consider changes to these in
this article. Similarly, as previously, s + s̄ is taken to be the same as the sea parameterisation
except for the normalisation and (1�x) power, which are left free. The polynomials, interpolating
between the high-x and low-x limits, have no real motivation other than the separation of half-
integer powers being again inspired by Regge theory, and the two free parameters seeming to be
su�cient to obtain an optimum fit. An investigation of introducing either an extra parameter
of the form ax

2 or ax

0.25 into the valence quark parameterisation was reported very briefly in
[12] since neither had a significant e↵ect on the fit quality – at best they gave ��

2 = �4.
However, the introduction of an ax

2 term did change the small-x uV distribution a little outside
its uncertainty, and hence, as with the Monte Carlo study, suggests the uncertainty on this PDF,
in the range x < 0.03, is underestimated.

3It was, however, shown how an arbitrary number of Monte Carlo sets of PDFs could be generated starting
with the eigenvector definition.
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Figure 4: Two examples of the fractional deviation between fitted function and true function for
fits with increasing highest order of Chebyshev Polynomials for sea-like distributions. The dash
length decreases as the highest order of the polynomial increases. The order of the polynomial
also increases across the visible spectrum (i.e. dark blue to red).

it happens a little more slowly than in the case of a valence-like distribution. The total �2 values
suggest that there is little evidence for over-fitting of the sea distribution until we get to at least
6 terms with the Chebyshev polynomial.

0.001 0.01 0.1 1

0.01

1

100

0.001 0.01 0.1 1

10!8

10!6

10!4

0.01

1

100

0.001 0.01 0.1 1

0.001

0.1

10

0.001 0.01 0.1 1

10!4

0.01

1

0.001 0.01 0.1 1

10!4

0.01

1

0.001 0.01 0.1 1

10!4

0.01

1

Figure 5: Distribution in �

2 values versus x for fits to a sea quark type of distribution with
increasing highest order of Chebyshev Polynomials, going from 1st (top left) from left to right
for the first row, then from left to right for the second row until the 6th order. Note that the
vertical axis is not the same in all plots as the number of points with very large �

2 decreases
with the highest order of the polynomial. In this example, for four terms onwards there is a
fairly random distribution. There is distinct structure for one term, and for two and even three
terms a cluster of badly fit points at high x.
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★ Theory:

MMHT Basics - Uncertainties

• Strong coupling      : left free in fit, dedicated uncertainty studies 
performed + sets released.

• Quark masses. Pole masses (                                     ) taken, variation in 
these performed and corresponding PDF sets released.

• Other process-specific uncertainties:               branching, deuteron 
corrections…

• Currently no other theory uncertainty included. Most notably: no 
uncertainty due to missing higher orders in the theory.

↵s

mc,b = 1.4, 4.75GeV

D ! µ

★ Experimental:

• Included via Hessian formalism: diagonal variations w.r.t minimum.
• Textbook                 not applied.��2 = 1
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MMHT - Tolerance
• Uncertainties on parameters       given in terms of error (Hessian) 

matrix:

Overall the quality of the NNLO fit is 247 units in �2 lower when counted for the data

which are included in both fits, though this is reduced to only 25 units when the CMS double

di↵erential Drell-Yan data are removed from the comparison. Some of the data sets within

the global fit have a lower �2 at NLO than at NNLO. It would be surprising if the total �2

were lower at NLO, but this is not impossible: even though one would expect NNLO to be

closer to the “ideal” theory prediction fluctuations in data could allow an apparently better fit

quality to a worse prediction. On the other hand, given that NLO and NNLO are in general

not very di↵erent predictions for most quantities it is quite possible that the shape of the PDFs

obtained by the best fit at NNLO results in a best fit where the improvement in fit quality to

some data sets is partially compensated by a slight deterioration in the fit to some other data

sets. As already noted with the LHC data, the LO fit is sometimes very poor, in particular for

the HERA jet data where NLO corrections are large.

5.3 Central PDF sets and Uncertainties

The parameters for the central PDF sets at LO, NLO and NNLO are shown in Table 6. In order

to describe the uncertainties on the PDFs we apply the same procedure as in [1] (originally

presented in [134]), i.e. we use the Hessian approach with a dynamical tolerance, and hence

obtain a set of PDF eigenvector sets each corresponding to 68% confidence level uncertainty

and being orthogonal to each other.

5.3.1 Procedure to determine PDF uncertainties

In more detail, if we have input parameters {a0i } = {a01, . . . , a0n}. then we write

��2
global ⌘ �2

global � �2
min =

nX

i,j=1

Hij(ai � a0i )(aj � a0j), (29)

where the Hessian matrix H has components

Hij =
1

2

@2 �2
global

@ai@aj

����
min

. (30)

The uncertainty on a quantity F ({ai}) is then obtained from standard linear error propagation:

�F = T

vuut
nX

i,j=1

@F

@ai
Cij

@F

@aj
, (31)

where C ⌘ H�1 is the covariance matrix, and T =
q

��2
global is the “tolerance” for the required

confidence interval, usually defined to be T = 1 for 68% confidence level.

45

The uncertainty on a quantity F ({ai}) is then obtained from linear error propagation:

∆F = T

√

√

√

√

n
∑

i,j=1

∂F

∂ai
Cij

∂F

∂aj
, (45)

where C ≡ H−1 is the covariance matrix, also known as the error matrix, and T = (∆χ2
global)

1/2

is the tolerance for the required confidence interval. This formula (45) has the disadvantage that
PDF uncertainties are not readily calculable for general observables, since the derivative of the
observable F with respect to each parameter ai is needed.

It is convenient to diagonalise the covariance (or Hessian) matrix [16, 134], and work in terms
of the eigenvectors and eigenvalues. Since the covariance matrix is symmetric it has a set of
orthonormal eigenvectors vk defined by

n
∑

j=1

Cijvjk = λkvik, (46)

where λk is the kth eigenvalue and vik is the ith component of the kth orthonormal eigenvector
(k = 1, . . . , n). The parameter displacements from the global minimum can be expanded in a
basis of rescaled eigenvectors eik ≡

√
λkvik, that is,

ai − a0
i =

n
∑

k=1

eikzk. (47)

Then it can be shown, using the orthonormality of vk, that (43) reduces to

χ2
global = χ2

min +
n
∑

k=1

z2
k , (48)

that is,
∑n

k=1 z2
k ≤ T 2 is the interior of a hypersphere of radius T . Pairs of eigenvector PDF

sets S±
k can then be produced to span this hypersphere, at a fixed value of αS, with parameters

given by
ai(S

±
k ) = a0

i ± t eik, (49)

with t adjusted to give the desired T = (∆χ2
global)

1/2. In the quadratic approximation, t = T .
For the larger eigenvalues λk, where there are significant deviations from the ideal quadratic
behaviour, t is adjusted iteratively to give the desired value of T . Then uncertainties on a
quantity F , which may be an individual PDF at particular values of x and Q2, or a derived
quantity such as a cross section, can be calculated with11

∆F =
1

2

√

√

√

√

n
∑

k=1

[

F (S+
k ) − F (S−

k )
]2

, (50)

11It can be shown that (45) reduces to (50) in the quadratic approximation (t = T ) [16, 134], but we treat
(50) as the fundamental definition in the departure of this ideal limit. In this paper, we will generally use (51)
and (52) to calculate asymmetric PDF uncertainties.

38

Hijejk =
p

�keik

• Where                                         in quadratic approximation. 

• ‘Tolerance’             in textbook parameter fitting case. 

• But, been known for some time that this is not appropriate for 

global fits…

t = T = (��2

global

)1/2

T = 1

ai

Suitably diagonalised in terms of eigenvectors          :eij
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MMHT - (Need For) Tolerance
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Figure 5. Effect on PDFs of fitting subsets of MSTW 2008 global data.

in the Hessian method where several parameters would need to be held fixed to use the

covariance matrix for error propagation, but it is straightforward using the MC method.

We fit subsets of the global data included in the MSTW 2008 NLO analysis [6], specifically

(i) excluding all HERA data (neutral-current e±p and charged-current e+p cross sections,

F charm
2 , and inclusive jet production in DIS), (ii) including only HERA data, (iii) perform-

ing a “collider” fit meaning data from HERA and the Tevatron (inclusive jet production,

the W → ℓν charge asymmetry, and the Z rapidity distribution) with no fixed-target data.

The HERA-only fit uses the older separate H1 and ZEUS inclusive cross sections compared

– 11 –

• Various studies of this. One nice example - 1205.4024. Fitting to 
different reduced datasets with                see significant differences 
between PDFs, beyond  nominal error bands:      

(a)

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
2 GeV4 = 102Up valence distribution at Q

Global fit, n = 28 params.
No HERA, n = 28 params.
Only HERA, n = 26 params.
Collider fit, n = 26 params.

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

(b)

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
2 GeV4 = 102Down valence distribution at Q

Global fit, n = 28 params.
No HERA, n = 28 params.
Only HERA, n = 26 params.
Collider fit, n = 26 params.

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

(c)

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.7

0.8

0.9

1

1.1

1.2

1.3
2 GeV4 = 102Up antiquark distribution at Q

Global fit, n = 28 params.
No HERA, n = 28 params.
Only HERA, n = 26 params.
Collider fit, n = 26 params.

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.7

0.8

0.9

1

1.1

1.2

1.3

(d)

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.7

0.8

0.9

1

1.1

1.2

1.3
2 GeV4 = 102Down antiquark distribution at Q

Global fit, n = 28 params.
No HERA, n = 28 params.
Only HERA, n = 26 params.
Collider fit, n = 26 params.

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.7

0.8

0.9

1

1.1

1.2

1.3

(e)

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.7

0.8

0.9

1

1.1

1.2

1.3
2 GeV4 = 102Strange quark distribution at Q

Global fit, n = 28 params.
No HERA, n = 28 params.
Only HERA, n = 26 params.
Collider fit, n = 26 params.

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.7

0.8

0.9

1

1.1

1.2

1.3

(f)

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
2 GeV4 = 102Gluon distribution at Q

Global fit, n = 28 params.
No HERA, n = 28 params.
Only HERA, n = 26 params.
Collider fit, n = 26 params.

x
-510 -410 -310 -210 -110

Ra
tio

 to
 g

lo
ba

l f
it

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1

Figure 5. Effect on PDFs of fitting subsets of MSTW 2008 global data.

in the Hessian method where several parameters would need to be held fixed to use the

covariance matrix for error propagation, but it is straightforward using the MC method.

We fit subsets of the global data included in the MSTW 2008 NLO analysis [6], specifically

(i) excluding all HERA data (neutral-current e±p and charged-current e+p cross sections,

F charm
2 , and inclusive jet production in DIS), (ii) including only HERA data, (iii) perform-

ing a “collider” fit meaning data from HERA and the Tevatron (inclusive jet production,

the W → ℓν charge asymmetry, and the Z rapidity distribution) with no fixed-target data.

The HERA-only fit uses the older separate H1 and ZEUS inclusive cross sections compared

– 11 –

��2 = 1

• Also perform toy study with pseudodata + various inconsistencies 
injected in. See similar effect, in particular: no automatic increases in 
PDF errors or significant deterioration in fit quality  (                     ).

• Indicates need for larger tolerance            in global fits.
�2/dof ⇠ 1

T > 1
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MMHT - Dynamical Tolerance

• MMHT approach - ‘dynamical’ tolerance calculation, i.e. tolerance      
is determined for each eigenvector direction       50 tolerances for 
MMHT14 (25 eigenvectors).

• Values calculated using conservative ‘hypothesis testing’ criteria. 
Require every dataset n with N points described within                       .��2

n <
p
2N

)

eigen– + most constraining � most constraining
vector t T data set t T data set

1 4.00 3.97 HERA e+p NC 920 GeV 4.30 4.66 HERA e+p NC 820 GeV
2 2.50 2.84 HERA e+p NC 920 GeV 1.80 1.53 NMC µd F2

3 3.80 4.00 NMC.....HERA FL 3.70 3.69 NMC µd F2

4 4.05 4.00 DØ II W ! ⌫e asym. 5.00 5.11 DØ II W ! ⌫µ asym.
5 3.40 3.35 DØ II W ! ⌫µ asym. 4.20 4.45 NuTeV ⌫N ! µµX
6 1.85 1.88 NuTeV ⌫N ! µµX 3.70 3.71 DØ II W ! ⌫µ asym.
7 1.55 1.67 E866/NuSea pd/pp DY 2.15 2.03 E866/NuSea pd/pp DY
8 2.75 2.64 DØ II W ! ⌫µ asym. 1.90 2.01 E866/NuSea pd/pp DY
9 3.40 3.46 E866/NuSea pd/pp DY 3.80 3.78 BCDMS µp F2

10 3.15 3.47 NuTeV ⌫N ! µµX 2.40 2.13 NuTeV ⌫N F2

11 3.80 3.86 CDF II W asym. 4.00 3.96 E866/NuSea pd/pp DY
12 3.70 3.53 SLAC ed F2 3.60 3.81 BCDMS µp F2

13 4.30 5.47 HERA e+p NC 820 GeV 5.30 4.33 NMC µd F2

14 3.30 3.36 DØ II W ! ⌫e asym. 2.80 3.42 CMS W asym. pT > 35 GeV
15 2.90 3.08 NuTeV ⌫N xF3 3.30 3.12 E866/NuSea pp DY
16 3.65 3.70 CDF II pp̄ incl. jets 2.65 2.64 NuTeV ⌫N xF3

17 1.80 1.85 E866/NuSea pd/pp DY 2.40 2.16 E866/NuSea pd/pp DY
18 1.15 1.42 CMS asym. pT > 25, 30 GeV 2.60 3.19 BCDMS µp F2

19 2.60 2.86 CMS asym. pT > 25, 30 GeV 2.10 3.35 DØ II pp̄ incl. jets
20 1.60 1.72 CCFR ⌫N ! µµX 1.55 1.45 NuTeV ⌫N ! µµX
21 2.80 3.45 NuTeV ⌫N ! µµX 3.30 3.47 ATLAS W+,W�, Z
22 4.70 6.48 NuTeV ⌫N xF2 4.00 3.67 NuTeV ⌫N xF3

23 1.90 1.96 NuTeV ⌫N ! µµX 4.85 3.50 CCFR ⌫N ! µµX
24 2.35 3.13 HERA e+p NC 920 GeV 3.75 4.27 HERA e+p NC 920 GeV
25 2.50 2.63 E866/NuSea pd/pp DY 1.30 2.15 E866/NuSea pd/pp DY

Table 7: Table of expected
p

��2 = t and true
p
��2 = T values for 68% confidence level

uncertainty for each eigenvector and the most constraining data sets for the MMHT2014 NLO fits.

47

• Find range of                       , with average             for e.g. 
MMHT14NNLO.

T ⇠ 1.5� 5 T ⇠ 3
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Contributions to Tolerance
• Departure from                 due to fact that global PDF fit does not 

correspond to textbook statistical case:

★ Dataset incompatibilities:

‣ Fits various reduced datasets not consistent within          
and follow same trend as toy model. 

‣ Distribution for dataset       typically not what you expect 
from textbook statistics (broader tail etc).

‣ Note this ‘incompatibility’ is not purely/necessarily of truly 
experimental origin- e.g. pQCD theory predictions due to 
missing higher orders.

★ Parameterisation uncertainty:
‣ Restrictions from parameterisations lead to departure from textbook           

case and underestimated errors.

��2 = 1

�2
n

5

Process Expt N

e− p → e− X H1 NC [12] 13

e+ p → νX H1 CC [12] 28

e+ p → cX H1 F c
2 [31] 8

e+ p → cX H1 F c
2 [32, 33] 10

e+ p → bX H1 F b
2 [32, 33] 10

e− p → e− X ZEUS NC [34] 92

e+ p → cc̄X ZEUS F c
2 [35] 18

e± p → cc̄X ZEUS F c
2 [36] 27

TABLE II: Experiments in the PDF fit with no measure-
ments with γi > 0.1.

FIG. 2: Distribution of the discrepancies σi from Table I.
The solid curve is the parameter-free Gaussian prediction
(10). The long-dashed curve is a fit to the scaled Gaussian
form (11). The short-dashed curve is a fit to the squared-
Lorentzian form (12).

observed inconsistencies among the data sets. This fit
is also shown in Fig. 2.

Although the scaled Gaussian is an improvement
over the absolute one, the fit it provides is not en-
tirely satisfactory. A much better description of the
histogram can be obtained using a form with a more
slowly falling tail, such as the squared-Lorentzian:

dP

dσ
=

2m3/π

(σ2 + m2)2
. (12)

This curve is also shown in Fig. 2, using the param-
eter value m = 2.17 obtained by maximum-likelihood
fitting.

FIG. 3: Distribution of the discrepancies σi from Table
I for measurements with: (a) i = 1 only; (b) i = 3, 4, 5;
(c) 0.10 < γi < 0.25; (d) γi > 0.40 . Curves shown are the
absolute Gaussian and squared-Lorentzian curves from Fig.
2, normalized to the number of points in each histograms,
but not refitted.

The distribution of discrepancies seen in Fig. 2 ap-
pears to be a general characteristic of the global fit.
This is demonstrated by Fig. 3, which shows his-
tograms for various subsets of the (γi,σi) pairs from
Table I: (a) those with i = 1, i.e., the best-measured
parameter from each experiment; (b) those with i =
3, 4, 5, i.e., less well-measured parameters from each
experiment; (c) those with 0.10 < γi < 0.25, i.e., pa-
rameters that are weakly determined by the experi-
ment under study; and (d) those with γi > 0.40, i.e.,
parameters that are strongly determined by the ex-
periment under study. (The middle ranges— i= 2 in
(a) and (b), 0.25 < γi < 0.40 in (c) and (d)—are ex-
cluded from these histograms in an attempt to accen-
tuate any systematic differences.) As far as can be
seen with the limited statistics, these distributions all
look alike. They are all inconsistent with the absolute
Gaussian prediction, and they are all consistent with
the squared-Lorentzian form, whose width parameter
m = 2.17 is kept the same as in Fig. 2.

The only systematic trend that is suggested by Fig. 1
is a tendency for the muon experiments to have larger-
than-average discrepancies. That trend is explored in
the next Section.

��2 = 1

J. Pumplin, PRD 81 (2010) 074010
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Contributions to Tolerance
• Relative contributions from these two sources open question: some 

earlier CT studies  indicate                 breakdown between two.
• But prior to use of more flexible Chebyshev parameterisation- study 

of 1205.4024 only saw v. mild differences when using full or 
somewhat restricted set of eigenvector directions for errors.

⇠ 50/50
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Figure 2. Effect of n = 20 → 28 parameters on percentage PDF uncertainties at Q2 = 1 GeV2.

to severe breaking of the quadratic behaviour of∆χ2, meaning that linear error propagation

would not be applicable. (A similar procedure was used in the CTEQ global fits; see, for

example, section 5 of ref. [16].) We observed some departure from the ideal quadratic

behaviour of ∆χ2 even with only 20 parameters; see figures 5 and 6 of ref. [6]. However,

even with all 28 parameters free, the Hessian matrix is generally still positive-definite

(has positive eigenvalues) and therefore we can still be relatively confident that the best

fit is correctly determined. Note that we use the Levenberg–Marquardt algorithm for

χ2-minimisation, which combines the advantages of the inverse-Hessian method and the

– 7 –
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Figure 2. Effect of n = 20 → 28 parameters on percentage PDF uncertainties at Q2 = 1 GeV2.

to severe breaking of the quadratic behaviour of∆χ2, meaning that linear error propagation

would not be applicable. (A similar procedure was used in the CTEQ global fits; see, for

example, section 5 of ref. [16].) We observed some departure from the ideal quadratic

behaviour of ∆χ2 even with only 20 parameters; see figures 5 and 6 of ref. [6]. However,

even with all 28 parameters free, the Hessian matrix is generally still positive-definite

(has positive eigenvalues) and therefore we can still be relatively confident that the best

fit is correctly determined. Note that we use the Levenberg–Marquardt algorithm for

χ2-minimisation, which combines the advantages of the inverse-Hessian method and the

– 7 –
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PDF comparisons
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Figure 3: Comparison of the gluon (upper plots) and up quark (lower plots) PDFs from the CT14,
MMHT14 and NNNPDF3.0 NNLO sets (left plots) and from the CT14, ABM12 and HERAPDF2.0
sets (lower plots). The comparison is performed at a scale of Q2 = 100 GeV2, and results are shown
normalized to the central value of CT14.

amount (around 10%). Here ABM12 agrees reasonably with CT14, except for x � 0.1, where
is substantially smaller.

3.2 PDF luminosities

It is also instructive to examine the parton-parton luminosities [104], which are more closely
related to the predictions for LHC cross-sections. The gluon-gluon and quark-antiquark lumi-
nosities, as a function of the invariant mass of the final state M

X

, for a center-of-mass energy
of 13 TeV are shown in Fig. 5, where we compare, on the left, the three global fits, NNPDF3.0,
CT14 and MMHT14, and, on the right, CT14 with the fits based on reduced datasets, HERA-
PDF2.0 and ABM12, using for the latter exactly the same settings as in the PDF comparison
plots. All results are shown normalized to the central value of CT14, as before. The corre-
sponding comparison for the quark-quark and gluon-quark PDF luminosities is then shown in
Fig. 6.

The luminosity uncertainty ranges tend to blow-up at low invariant masses (M
X

 50 GeV)
and high masses (M

X

� 500 GeV for gg, M
X

� 1 TeV for qq̄ and M
X

� 5 TeV for qq), that
is, in the regions that are relatively unconstrained in current global PDF fits. The region of
intermediate final-state invariant masses can be thought of as the domain for precision physics
measurements, where the PDF luminosity uncertainties are less than 5% (at 68% CL). There
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Figure 3: Comparison of the gluon (upper plots) and up quark (lower plots) PDFs from the CT14,
MMHT14 and NNNPDF3.0 NNLO sets (left plots) and from the CT14, ABM12 and HERAPDF2.0
sets (lower plots). The comparison is performed at a scale of Q2 = 100 GeV2, and results are shown
normalized to the central value of CT14.

amount (around 10%). Here ABM12 agrees reasonably with CT14, except for x � 0.1, where
is substantially smaller.

3.2 PDF luminosities

It is also instructive to examine the parton-parton luminosities [104], which are more closely
related to the predictions for LHC cross-sections. The gluon-gluon and quark-antiquark lumi-
nosities, as a function of the invariant mass of the final state M

X

, for a center-of-mass energy
of 13 TeV are shown in Fig. 5, where we compare, on the left, the three global fits, NNPDF3.0,
CT14 and MMHT14, and, on the right, CT14 with the fits based on reduced datasets, HERA-
PDF2.0 and ABM12, using for the latter exactly the same settings as in the PDF comparison
plots. All results are shown normalized to the central value of CT14, as before. The corre-
sponding comparison for the quark-quark and gluon-quark PDF luminosities is then shown in
Fig. 6.

The luminosity uncertainty ranges tend to blow-up at low invariant masses (M
X

 50 GeV)
and high masses (M

X

� 500 GeV for gg, M
X

� 1 TeV for qq̄ and M
X

� 5 TeV for qq), that
is, in the regions that are relatively unconstrained in current global PDF fits. The region of
intermediate final-state invariant masses can be thought of as the domain for precision physics
measurements, where the PDF luminosity uncertainties are less than 5% (at 68% CL). There
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• Despite no explicit tolerance in NNPDF, see broadly similar PDF 
errors. Explanation somewhat open. Certainly impact from dataset 
incompatibility present in all cases.

N.B. CT14 errors - 90% CL

• Interesting observation -      
distribution for replicas in e.g. 
CT14MC sets with tolerance 
rather similar to NNPDF 
(without - too narrow).

�2

18

nu
m

be
r o

f f
its

χ2

CT14MC1 NNLO

 0

 50

 100

 150

 200

 3500  4000  4500  5000  5500  6000  6500

nu
m

be
r o

f f
its

χ2
HERA1

CT14MC1 NNLO, HERA1

 0

 50

 100

 150

 200

 550  600  650  700  750  800  850  900  950  1000

nu
m

be
r o

f f
its

χ2

CT14MC2 NNLO

 0

 50

 100

 150

 200

 3500  4000  4500  5000  5500  6000  6500

nu
m

be
r o

f f
its

χ2
HERA1

CT14MC2 NNLO, HERA1

 0

 50

 100

 150

 200

 550  600  650  700  750  800  850  900  950  1000

FIG. 10: χ2 for global data (left) and combined HERA-1 data (right), for 1000 replicas of the CT14MC NNLO ensemble.

deviation, etc., are meaningful in applications. [The majority of MC replicas aren’t good fits, their combination
is.] On the other hand, the χ2 distributions of MC replicas obtained by conversion (such as CT14 MC) or genetic
algorithm (such as NNPDF) are very similar. This reflects the underlying commonalities of the two methods, leading
to comparable PDF errors in the two approaches in spite of the distinct error definitions and fitting procedures.
The CT14 MC1 and MC2 ensembles at NNLO and NLO accuracy, together with a fast standalone driver program

for their interpolation, can be downloaded at [51]. They are also distributed as a component of the LHAPDF6
library [52]. A public C++ code mcgen is made available [34] for generation of MC PDF replicas using the normal,
log-normal, and Watt-Thorne sampling methods, and with or without including the ∆ shifts. mcgen can be run
as a standalone program or together with the Mathematica package MP4LHC for combination of PDF ensembles
according to the meta-parametrization method [19]. After Ninput Hessian error PDF sets are read in the form of
LHAPDF6 grids, Nrep output replicas are generated by random displacements of the Hessian replicas. Besides the
replica generation, mcgen supports various algebraic operations with PDFs in the format of LHAPDF6 grid files,
such as addition, averaging, and multiplication of the tables in which the PDF values are stored.
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Nmax
gen which has been introduced in order to avoid unacceptably long fits. This causes

some loss of accuracy for outliers fits (i.e. those in the tail of the distribution): we have
checked that as Nmax

gen is raised more and more of these replicas stop, and that the loss of
accuracy due to this choice of value of Nmax

gen is reasonably small, in that the features of
the global fit change very little if Nmax

gen is raised.
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Figure 11: Distribution of training lengths over the sample of Nrep = 1000 replicas.

It is instructive to compare the quality of the fit with the corresponding results obtained
in the recent CT10 analysis.6 In Table 5 we compare the χ2 of the common sets in
NNPDF2.1 and CT10, along with the number of data points in each fit (which differ
because of different kinematic cuts, see Table 1). It should be borne in mind that the
χ2 is defined in a somewhat different way by the CTEQ/CT group, specifically, but not
only, in what concerns the treatment of normalization errors (see Ref. [16]): hence this
comparison should be taken with care. From this comparison, we can see that the two
sets have a comparable fit quality to fixed target DIS, CT10 being somewhat better for

6We thank Pavel Nadolsky for providing us with these numbers.
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MMHT Status

• Most recent public release MMHT14, but many studies since then/
new data included. Currently working towards updated MMHT set.
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Parton distributions in the LHC era:

MMHT 2014 PDFs
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UK
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Abstract

We present LO, NLO and NNLO sets of parton distribution functions (PDFs) of the

proton determined from global analyses of the available hard scattering data. These

MMHT2014 PDFs supersede the ‘MSTW2008’ parton sets, but are obtained within the

same basic framework. We include a variety of new data sets, from the LHC, updated

Tevatron data and the HERA combined H1 and ZEUS data on the total and charm

structure functions. We also improve the theoretical framework of the previous analysis.

These new PDFs are compared to the ‘MSTW2008’ parton sets. In most cases the PDFs,

and the predictions, are within one standard deviation of those of MSTW2008. The

major changes are the u � d valence quark di↵erence at small x due to an improved

parameterisation and, to a lesser extent, the strange quark PDF due to the e↵ect of

certain LHC data and a better treatment of the D ! µ branching ratio. We compare our

MMHT PDF sets with those of other collaborations; in particular with the NNPDF3.0

sets, which are contemporary with the present analysis.
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• Highlights with relevance to DY…
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Figure 11: The impact on the gluon PDF when fitting the ATLAS [23] and CMS [24] 7 TeV
jet data and Tevatron data [14, 15] individually, as well as including all datasets within the
fit. For the LHC case Rhigh and p

jet
? are taken. The NLO (NNLO) results are shown in the

left (right) plots.

the baseline. For clarity we do not include the PDF uncertainties in this case; these will be
shown below. It will be interesting to see how this situation changes when the full NNLO
corrections are included for the Tevatron predictions.

5.2 PDF Uncertainties

In Fig. 12 we show the impact at NNLO of the ATLAS and CMS jet data on the gluon
PDF uncertainty, for the two choices of jet radii. As in the case of the central values, we
find that the di↵erence due to the scale choice is minimal, and so we only show results
for the p

jet
? scale. The overall impact is seen to be moderate, although not negligible. To

give a clearer comparison, we show the ratios to the baseline PDF uncertainty in Fig. 13
(left). For the higher R choice, for low and intermediate values of x the error reduction
relative to the baseline ranges from 10 � 20%, but for the x ⇠ 0.05 � 0.2 there is little
reduction and in some regions even a slight increase in the error. At high x there is again a
reduction in the uncertainty, although as x approaches 1 and the jet data places little or no
constraint, the quantitative result cannot be taken completely literally, as this will depend on
the precise choice of PDF parameterisation. For the lower R choice the reduction in the PDF
uncertainty is less significant, and the x region where this increases relative to the baseline is
wider. In Fig. 13 (right) we should the results for the higher jet radius choice and for di↵erent
treatments of the ATLAS systematic errors. We can see that the partial decorrelation leads
to a similar, although in some places slightly less constraining, impact on the uncertainties
across the entire x region in comparison to the default treatment, consistent with the impact
on the central values shown before. On the other hand, for fully decorrelated uncertainties
the impact at high x in particular is much less constraining, although in the x ⇠ 0.1 region
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Figure 1: Fitting each data set individually. Left: plots with fit and profiling, right: plots
with just fit (tolerances added in quadrature).
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Figure 2: Comparison between the up and down valence, gluon and light quark sea distributions
at Q

2 = 104 GeV2 for the standard MMHT2014 fit, with the corresponding PDF uncertainties,
with the central values of the fit including the HERA combined data, as well as the fit to only this
data set, shown as dot–dashed and dashed curves, respectively. Also shown are the HERAPDF2.0
distributions, including PDF uncertainties.

conflict with the global fits. However, the common features between our fit to only HERA run

I + II data and HERAPDF2.0 are not universal – the gluon and the down valence distributions

in our fit to only HERA data are much more similar to MMHT2014 than HERAPDF2.0. This

is likely to be a feature of the di↵ering parameterisations used in the two studies. The very

high-x gluon in the global fits definitely prefers a harder gluon than in HERAPDF2.0, due to

constraints from jet data and fixed target DIS data, but even in our HERA data only fit, there is

no actual preference for the softer high-x gluon. Also, we certainly see no suggestion of HERA

data preferring a significantly di↵erent shape down valence distribution to that preferred by

other sets in the global fit, and our central value in the HERA data only fit is surprisingly close

to that in our global fits given the relative lack of constraint on this distribution from HERA

DIS data.

We also investigate the e↵ect of the new HERA data on the uncertainties of the PDFs.

In order to determine PDF uncertainties we use the same “dynamic tolerance” prescription to

determine eigenvectors as for MSTW2008 [1]. In Fig. 3 we compare the uncertainties for the

NNLO PDFs including the HERA run I + II data in a global fit to the uncertainties of the

6
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MMHT - Treatment of DY (Theory)

Lepton vs Hadron Colliders
In  high-energy hadron  colliders,  such  as  the  LHC,  the  collisions  involve  composite  particles 
(protons) with internal structure (quarks and gluons)

4Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

• Drell-Yan theory:

‣ NNLO QCD - NLO applgrids (MCFM) combined with NNLO 
K-factors from FEWZ/DYNNLO.

‣ (Currently) no EW corrections.
‣ (Currently) no photon-initiated contributions, though in 

progress…
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MMHT - Photon-initiated production

Uncertainty Contributions (Proton)

Relative contributions to the proton photon PDF uncertainty well controlled.

• Coherent, Resonance and
Continuum reflect the
experimental uncertainties on
F2 and FL (A1, HERMES and
CLAS collaborations).

• R (�L/�T ): effective uncertainity
on FL. W 2 reflects kinematic cut
between resonance and
continuum contributions to F2.

• Model parameters in the
Renormalon contributions given
a conservative uncertainty
estimate.

10

• MMHT photon calculated using (modified) version of 
LUXqed input - precisely determined in terms of known 
structure functions:

Input

�(x ,Q0 = 1GeV 2) expressed in terms of experimentally determined structure
functions. Prior work, e.g. Martin et al (ArXiV:1406.2118), Harland Lang et al (ArXiv:
1607.04635). Reformulated on stronger quantitative footing by LUXqed (ArXiv:
1607.04266). Coherent photon from elastic scattering, incoherent photon from
inelastic scattering.

Errors (/ 5%) are then propagated from measurements of F2 and FL structure
functions.

2

Input

�(x ,Q0 = 1GeV 2) expressed in terms of experimentally determined structure
functions. Prior work, e.g. Martin et al (ArXiV:1406.2118), Harland Lang et al (ArXiv:
1607.04635). Reformulated on stronger quantitative footing by LUXqed (ArXiv:
1607.04266). Coherent photon from elastic scattering, incoherent photon from
inelastic scattering.

Errors (/ 5%) are then propagated from measurements of F2 and FL structure
functions.

2

LUXqed

Equivalence between the internal photon line of a lepton probe in DIS and the
photon content of the proton:

x�(x ,Q2
0 ) =

1

2⇡↵(Q2
0 )

Z 1

x

dz

z

n

Z Q2
0

x2m2
p

1�z

dQ

2

Q

2
↵2(Q2)

✓

zp�,q(z) +
2x2m2

p

Q

2

◆

F2(x/z ,Q
2)

�z

2
FL(x/z ,Q

2)

�

� ↵2(Q2
0 )z

2
F2(x/z ,Q

2
0 )
o

Differences in the integral limits compared to LUXqed (since we evolve in DGLAP
from Q0 = 1 GeV2); higher twist/proton mass dependent terms more important,
especially at high x .

3

See R. Nathvani, talk at DIS2018, for more details.

• Uncertainties due to 
experimental 
determination of structure 
functions, renormalon 
contributions…

• Small, at ~ % level even 
out to high    .

x

• Will be default in all future releases.
14



MMHT Status: Drell-Yan
• MMHT14 includes reasonable amount 

of LHC DY @ 7 TeV:

• LHC W, Z measurements significant element of updated LHC dataset, 
including various 8 TeV data.

• Most recent MMHT fit - LHC data constrains 21 of 50 eigenvector 
directions.
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Figure 11: The fit quality for the CMS double di↵erential Drell-Yan data for (1/�Z) · d�/d|yZ |
versus |yZ |, in [86], for the lowest two mass bins (20 < M < 30 GeV and 30 < M < 45 GeV)
(top), the mass bins (45 < M < 60 GeV and 60 < M < 120 GeV) (middle) and the mass bins
(120 < M < 200 GeV and 200 < M < 1500 GeV) (bottom), at NLO and NNLO. Note that
correlated uncertainties are made available in the form of a correlation matrix, so the shift of data
relative to theory cannot be shown.
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Figure 7: The fit quality of the ATLAS W�,W+ data sets for d�/d|⌘l| (pb) versus |⌘l|, and of the
Z data set for d�/d|yZ | versus |yZ | [10], obtained in the NLO (left) and NNLO (right) analyses.
The points shown are when the shift of data relative to the theory due to correlated systematics
is included. However, this shift is small compared to the uncorrelated error for the data, so the
comparison before shifts is not shown.
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‣ ATLAS W, Z rapidity.
‣ LHCb W, Z rapidity.
‣ CMS W, Z (double diff.).

8 mmht printed on July 9, 2018

Points NLO �2 NNLO �2

�
tt

18 19.6 (20.5) 14.7 (15.3)
LHCb 7 TeV W + Z 33 50.1 (45.4) 46.5 (42.9)
LHCb 8 TeV W + Z 34 77.0 (58.9) 62.6 (59.0)
LHCb 8 TeV Z ! ee 17 37.4 (33.4) 30.3 (28.9)

CMS 8 TeV W 22 32.6 (18.6) 34.9 (20.5)
CMS 7 TeV W + c 10 8.5 (10.0) 8.7 (7.8)
D0 e asymmetry 13 22.2 (21.5) 27.3 (25.8)

Total 3405 (3738) 4375.9 (4336.1) 3741.5 (3723.7)

Table 3. �2 at NLO and NNLO for the prediction (fit) to the new LHC and
Tevatron data included in the MMHT – 2016 fit. Also shown is the total number
of points without (with) the new data included.

Z boson production, CMS data on W boson production [20] and W boson
production in association with a charm quark [21], and an updated D0 mea-
surement of the W ! e⌫ asymmetry [22]. In addition, a comparison and
fit to the CMS double di↵erential Drell–Yan measurement at 8 TeV [23] is
attempted, however there are some issues in the comparison that we are
currently attempting to resolve. All cross sections are calculated at NLO
using MCFM [24] in combination with Applgrid [25], with NNLO K-factors
calculated using top++ [26] for the tt case and FEWZ [27] for the W and Z
case. For W + c production the NNLO calculation is not currently available,
so we simply use the NLO calculation in the NNLO fit, as the size of these
corrections is expected to be smaller than the experimental uncertainties in
the data we compare to.

The quality of the data description with and without the new data in-
cluded in the fit at NLO and NNLO is shown in Table 32. The description is
generally observed to be good, with some mild improvement after refitting.
The one exception to this is the CMS W boson production data [20], where
a considerable improvement with refitting is observed. In addition the data
description is seen to be somewhat better at NNLO compared to NLO. The
best–fit strong coupling ↵

S

(M2

Z

) is found to increase to about 0.118 from
0.1172 at NNLO, while at NLO it remains stable at 0.12. The comparison
to the CMS W boson and W + c production data are shown in Fig. 6,
and the improvement in the description with refitting for the former case is
clear.

2 A similar table is shown in [28], however there is some small change in the �2 values
quoted here due to the improved K–factors being used, as well as a more significant
change in the case of the CMS W asymmetry data due to a bug, now fixed, in the
K–factor implementation.
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Good agreement with new 8 TeV CMS W

± rapidity and asymmetry
data (shown). (Fit to individual distributions not asymmetry.)
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Small-x valence quarks require some modification of order the size of
uncertainty. Scope for reduced uncertainty with new data inclusion.

DIS2017 – Birmingham – April 2017 4

Example 1: CMS 8 TeV W ‘Asymmetry’

• Include CMS 8 TeV         data (fit individually w. correlations).W±

• Clear movement with refitting       small     valence quarks modified at level 
of uncertainty.

• Good fit achieved. Previous issues resolved by extending to more adaptive 
‘Chebyshev’ parameterisation.

) x
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Effect on PDFs

Large reduction in the
s + s̄ uncertainty, but little
change in central value.
Due to W + c jets data.
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• Impact on               , 
principally through     , from 
CMS data clear.

uV � dV
uV
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Example 2: ATLAS High Precision W/Z

• Fit high precision ATLAS W,Z data.
• Recall internal ATLAS study sees higher 

strangeness (symmetric sea               ), 
and tension with global fits.
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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s ⇠ u, d

improvement derives from the more precise ATLAS data, which provide the sensitivity to the strange-
quark density through the shape of the Z rapidity distribution in combination with the common, abso-
lute normalization of both the W± and Z/�⇤ cross sections. The model uncertainties are reduced by a
factor of three, mainly because of the better control of the charm-quark mass parameter from the HERA
data [136]. The parameterization uncertainty is determined to be +0.02

�0.10 as compared to +0.10
�0.15 in the former

analysis since the new, more precise data leave less freedom in the parameter choice. The variation to
lower rs is dominated by the variation due to adding the Bs̄ parameter which was not accounted for in
the previous analysis. The result is thus a confirmation and improvement of the previous observation [38]
of an unsuppressed strange-quark density in the proton. As a cross-check, a re-analysis of the 2010 data
with the present theoretical framework was performed, which yields a value of rs consistent with both the
former and the new value.

One may also express the strange-quark fraction with respect to the total light-quark sea, which is the
sum of up and down sea-quark distributions, at the scale Q2 = Q2

0 = 1.9 GeV2 and x = 0.023:

Rs =
s + s̄
ū + d̄

= 1.13 ± 0.05 (exp) ± 0.02 (mod) +0.01
�0.06 (par) . (24)

The new determinations of rs and Rs are illustrated in Figure 31. The measurement is presented with
the experimental and the PDF-fit related uncertainties, where the latter results from adding the model
and parameterization uncertainties in quadrature. The outer band illustrates additional, mostly theoretical
uncertainties which are presented below. The result is compared with recent global fit analyses, ABM12,
MMHT14, CT14 and NNPDF3.0. All of these predict rs and Rs to be significantly lower than unity, with
values between about 0.4 and 0.6. Furthermore, these global fit analyses are seen to exhibit substantially
di↵erent uncertainties in rs and Rs due to exploiting di↵erent data and prescriptions for fit uncertainties.
The new result is in agreement with the previous ATLAS-epWZ12 analysis also shown in Figure 31. It
is also consistent with an earlier analysis by the NNPDF group [63] based on collider data only, which
obtains a value near unity, albeit with large uncertainties. 10

A careful evaluation of the value of rs requires the consideration of a number of additional, mostly theor-
etical uncertainties. These lead to the more complete result for rs

rs = 1.19 ± 0.07 (exp) +0.13
�0.14 (mod + par + thy) . (25)

Here the previously discussed model and parameterization uncertainties are summarized and added to-
gether with further theoretical uncertainties (thy) as follows: i) the uncertainty in ↵S(m2

Z) is taken to be
±0.002 with a very small e↵ect on rs; ii) the electroweak corrections and their application, as described
in Section 6.1, introduce a one percent additional error for rs; iii) the whole analysis was repeated with
predictions obtained with the FEWZ program (version 3.1b2) leading to a value of rs enlarged by +0.10
as compared to the DYNNLO result; iv) finally the variation of the renormalization (µr) and factorization
(µf) scales changes the result by 10% if one varies these by factors of 2 up and 1/2 down (see below for
further details). Table 20 details all uncertainty components of rs and also Rs.

Various further cross-checks are performed in order to assess the reliability of the strange-quark density
measurement.

10 The CT10nnlo PDF set [62] is observed to have a less suppressed strange-quark distribution with Rs = 0.80+0.20
�0.16 and rs =

0.76+0.19
�0.16, which is in slightly better agreement with the data than the newer CT14 PDF set.
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• Adding data into MMHT fit:

W + c

‣ As expected, significant improvement in 
description of ATLAS data after refitting.

‣ Inclusion improves description of new LHC 
data (+ D0) by ~ 10 points        pull between 
ATLAS W,Z and other LHC data in same 
direction.

‣ Exception - CMS            , which deteriorates 
slightly. (CMS 7 TeV DY also)
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‣ After refitting, find increased 
strangeness in line with ATLAS 
finding, but overall tension with 
dimuon data relatively mild.
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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‣ Fit without ATLAS W,Z but 
with CMS 7 TeV W + c - mild 
tendency for strangeness closes 
to original MMHT14.

‣ Looks to persist in more recent 
data - currently looking into. 
(caveat - NLO theory only).
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MMHT R.S. Thorne

We also perform a fully updated fit with all the new LHC data mentioned (except the jet data).
The simultaneous inclusion of the ATLAS W,Z data lowers the c2 for the other new LHC (plus
final D0) data by Dc2 =�10, while the other data in the fit sees little change, i.e. Dc2 = 3 in total,
with essentially no change in ATLAS W,Z data. Hence, the ATLAS W,Z data and other new LHC
data are fully compatible and any pulls tend to be in the same direction. Only the CMS W + c fit
deteriorates very slightly. We generate PDF eigenvector sets for uncertainties at NNLO using the
same basis as in MMHT2014. Of the 50 eigenvector directions, 21 are best constrained by one of
the new LHC data sets. There is a large increase in s+ s̄ and a decrease in its uncertainty. The
correlation with the fit to dimuon data (i.e. lower branching ratio) leads to a necessary increase
in the cross section at all x. For x > 0.1 this process has a significant down quark contribution
despite Cabibbo suppression since d(x > 0.1,Q2)� s(x > 0.1,Q2). Since the down quark is well
constrained, the enhanced cross section is obtained by a very large increase in strange quark for
x ⇠ 0.1. The large change in the charm meson to muon branching ratio may, however, be mitigated
by NNLO corrections to dimuon production, which appear to be negative, particularly at smaller x
[20]. Implementing these corrections in a PDF fit will be an important development.
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Figure 4: The comparison of NNLO MMHT PDFs including the new ATLAS W,Z data and other new LHC
data to the existing PDFs for the strange to light sea ratio (left) and for uV �dV (right).

The ratio of (s+ s̄) to ū+ d̄, i.e. Rs at Q2 = 1.9 GeV2 is shown in Figure 4. At x = 0.023
Rs ⇠ 0.83± 0.15, compared to the ATLAS result [19] of Rs = 1.13+0.08

�0.13. Conversely, we are a
little larger than the NNPDF result in [21]. Our value of Rs exceeds unity at lower x, but this is
essentially an extrapolation and it is very consistent with a value of 1. Our final fit also shows a
significant impact on the shape of the valence quarks. The ATLAS W,Z data pulls in the same
direction as the other new LHC data. The significant change in uV � dV is also shown in Fig. 4.
The change in the strange quark affects the entire sea, making it generally larger, but the new fit
shows rather little impact on the gluon distribution.
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DIS2017 – Birmingham – April 2017 29• Impact not just on strange quarks - also other light quark flavour 
decomposition. Pull in same direction as other LHC data.

• Fit quality to ATLAS relatively poor when considering all mass regions. 
Not result of tension with other data.

• Some improvement when taking                        ,with                                   , 
and crucially little significant change in PDFs. More systematic approach 
needed in future.                   
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• After adding ATLAS W,Z, fit to dimuon data gives large            change 
in               branching ratio and extreme change at high    as by product.

• May be  improved by inclusion of NNLO corrections. Ongoing work 
points in this direction

using the NLO and NNLO theoretical predictions. It is clear that the dimuon data prefers an

even suppressed strangeness with R
s

of about 0.5 in the full range of x. The profiled PDFs

lie at the lower edge of the 1� error of the original PDFs indicating reasonable agreement

between original PDFs and the dimuon data as already seen in Table 2. The profiled PDFs

have a much smaller uncertainties on R
s

than the original PDFs as one expect. We notice

that the PDF uncertainties are also reduced significantly in the small x region 10�4 � 10�2

which are beyond the coverage of the dimuon data. That is possibly due to the restricted

parametrization form of strange quark PDFs used in the HERA PDF analysis. Importantly

we found the NNLO predictions prefer higher values of R
s

than the NLO ones, in this case well

above the 1� error band of the later. That can be understood since the NNLO corrections

are negative in the bulk of the data.

Figure 12: Similar as Fig. 11 for profiling of the MMHT2014 NNLO PDFs.

We perform another profiling study with the MMHT2014 NNLO PDFs as shown in

Fig. 12. Noted that since the MMHT2014 analysis already includes above dimuon data, the

study here only means for checking impact of the NNLO corrections. We can see the NNLO

predictions prefer larger strangeness than NLO predictions for x up to a few times 0.1 and by a

similar amount as in Fig. 11. The shift of central values of the NLO profiled PDFs comparing

to the original PDFs, though still within the PDF error band, is due to several facts. In

the MMHT2014 fits [16] they use a charm-quark pole mass of 1.4 GeV and a semi-leptonic

decay branching ratio of charm quark that is 7% lower than the one extracted by NuTeV

and CCFR, both of which lead to an increase of the strange-quark PDFs. Besides, there are

also LHC data in the MMHT analysis that pull the ratio further up. The uncertainties are

largely reduced in the profiled PDFs mostly because we use the ��2 = 1 criterion rather

than a dynamic tolerance condition as in the MMHT analysis. We have also compared the

profiled PDFs with alternative scale choices and found those with NNLO predictions are less
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Figure 4: Diagrams for dimuon production in ⌫µN scattering. Only diagram (a) was considered in
[1], but here we include (b), although it gives a very small contribution.

quark is produced away from the interaction point of the quark with the W boson, i.e. the

contributions where g ! cc̄ then (c̄)c +W± ! (s̄)s, as sketched in Fig. 4(b). Previously we

had included only Fig. 4(a) and had (incorrectly) assumed that the absence of Fig. 4(b) was

accounted for by the acceptance corrections. We now include this type of contribution, but it

is usually of the order 5% or less of the total dimuon cross section. The correction to each of

the structure functions, F2, FL and F3, is proportionally larger than this, but if we look at the

total dimuon cross section then it is proportional to s+ (1� y)2c̄ (or s̄+ (1� y)2c), where y is

the inelasticity y = Q2/(xs) and c(c̄) is the charm distribution coming from the gluon splitting.

However, c(c̄) only becomes significant compared to s(s̄) at higher Q2 and low x, exactly where

y is large and the charm contribution in the total cross section is suppressed. As such, this

correction has a very small e↵ect on the strange quark distributions that are obtained, being

of the same order as the change in nuclear corrections and much smaller than the changes due

to the di↵erent treatment of the branching ratio Bµ.

2.7 Fit to NMC structure function data

In the MSTW2008 fit we used the NMC structure function data with the F2(x,Q2) values cor-

rected for R = FL/(F2�FL) measured by the experiment, as originally recommended. However,

it was pointed out in [46] that RNMC, the value of R extracted from data by the NMC collab-

oration [20], was used more widely than was really applicable. For example without changing

the value over a range of Q2, and that it was also often rather di↵erent from the prediction for

R obtained using the PDFs and perturbative QCD. In Section 5 of [47] we agreed with this, and

showed the e↵ect of using instead R1990, a Q2-dependent empirical parameterisation of SLAC

data dating from 1990 [24] which agrees fairly well with the QCD predictions in the range

where data are used. It was shown that the e↵ect of this change on our extracted PDFs and

value of ↵S(M2
Z) was very small (in contradiction to the claims in [46] but broadly in agreement

with [48]), since the change in F2(x,Q2) was only at most about the size of the uncertainty of

16
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Extended           parameterisation      

• MMHT14- use 3 parameters

d� u
Extension of d̄� ū parameterisation.

Currently use 3 free parameters, i.e.
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2)) are Chebyshev polynomials. So 5 free parameters.

Easily allows multiple turning points (seen in first fit iteration).

Global fit including new LHC data and new ATLAS W,Z data improves
by 10 units, but over 5 of this in E866 Drell Yan asymmetry.

Parameterisation alleviates some tension between ATLAS data and
Drell Yan asymmetry.
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• In light of increasingly constraining LHC data, extend to Chebyshev 
basis:

Extension of d̄� ū parameterisation.

Currently use 3 free parameters, i.e.

(d̄� ū)(x,Q
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2)) are Chebyshev polynomials. So 5 free parameters.

Easily allows multiple turning points (seen in first fit iteration).

Global fit including new LHC data and new ATLAS W,Z data improves
by 10 units, but over 5 of this in E866 Drell Yan asymmetry.

Parameterisation alleviates some tension between ATLAS data and
Drell Yan asymmetry.
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• Global fit (inc. LHC + ATLAS WZ)        improves by ~ 10 units with ~ 5 
in E866 DY asymmetry. 
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• New            similar to old, 
though clearly on edge of 
uncertainty in some 
regions. Outside at high    .
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Summary/Points for Discussion
• Impact on LHC data (W, Z…) on recent MMHT fits clear. Note CMS 

8 TeV PDF reweighting gives relatively mild (though not negligible) 
improvement in uncertainties:

17

variations for each eigenvector. As expected for Gaussian distributions, we obtain the same
central values and the total uncertainties that are extracted from Bayesian reweighting of the
corresponding set of replicas.

Table 4: The central value and the PDF uncertainty in the measured sin2 q`eff in the muon and
electron channels, and their combination, obtained without and with constraining PDFs using
Bayesian c2 reweighting.

Channel Not constraining PDFs Constraining PDFs
Muons 0.23125 ± 0.00054 0.23125 ± 0.00032
Electrons 0.23054 ± 0.00064 0.23056 ± 0.00045

Combined 0.23102 ± 0.00057 0.23101 ± 0.00030

Finally, as a cross-check, we also repeat the measurement using different mass windows for
extracting sin2 q`eff, and for constraining the PDFs. Specifically, we first use the central five bins,
corresponding to the dimuon mass range of 84 < mµµ < 95 GeV, to extract sin2 q`eff. Then, we
use predictions based on the extracted sin2 q`eff in the lower three (60 < mµµ < 84 GeV) and
the higher four (95 < mµµ < 120 GeV) dimuon mass bins, to constrain the PDFs. We find
that the statistical uncertainty increases by only about 10%, and the PDF uncertainty increases
by only about 6% relative to the uncertainties obtained when using the full mass range to
extract the sin2 q`eff and simultaneously constrain the PDFs. The test thereby confirms that the
PDF uncertainties are constrained mainly by the high- and low-mass bins, and that we obtain
consistent results with these two approaches.
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Figure 8: Extracted values of sin2 q`eff from the dimuon data for different sets of PDFs with the
nominal (left) and c2-reweighted (right) replicas. The horizontal error bars include contribu-
tions from statistical, experimental, and PDF uncertainties.

10 Summary

The effective leptonic mixing angle, sin2 q`eff, has been extracted from measurements of the mass
and rapidity dependence of the forward-backward asymmetries AFB in Drell–Yan µµ and ee
production. As a baseline model, we use the POWHEG event generator for the inclusive pp !
Z/g ! `` process at leading electroweak order, where the weak mixing angle is interpreted
through the improved Born approximation as the effective angle incorporating higher-order
corrections. With more data and new analysis techniques, including precise lepton-momentum
calibration, angular event weighting, and additional constraints on PDFs, the statistical and
systematic uncertainties are significantly reduced relative to previous CMS measurements. The
combined result from the dielectron and dimuon channels is:

sin2 q`eff = 0.23101 ± 0.00036 (stat) ± 0.00018 (syst) ± 0.00016 (theo) ± 0.00031 (PDF), (16)

or summing the uncertainties in quadrature,

sin2 q`eff = 0.23101 ± 0.00053. (17)

‣ How will this look with updated set(s)?
‣ And in a full refit?

• Open questions related to breakdown of uncertainties, i.e. tolerance 
criteria applied by CT/MMHT vs. NNPDF:

‣ What is the main driver of the tolerance (inconsistent data/
theory vs. parameterisation)?

‣ Why are CT/MMHT & NNPDF errors similar?

• A benchmarking exercise (e.g. HERA + LHC DY + …) well 
motivated here.
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Summary/Points for Discussion

• Impact from photon-initiated production under good control, no longer 
significant issue. 

• Contribution of uncertainty due to missing higher order in pQCD theory 
not currently included in PDFs. May be increasingly relevant.

• After refitting, ATLAS W,Z and neutrino-induced dimuon data can be ~ 
accommodated (albeit with some tension). Impact of NNLO corrections 
to dimuon to be studied. Open question of CMS W + c.

• Other points to unify - quark masses, 68% quoted, question of IC…

Thank you for listening!
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