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Data lake in the US:  
a lot of communication over the last year
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In the era of the HL-LHC, data organization, management and access (DOMA) will become even               
more challenging than it is today. Figure 1 indicates current ATLAS data volume extrapolations              
leading up to the HL-LHC era . The raw data volume, at approximately 1 EB/year (compared to                2

about 35 PB needed for Tier1 and Tier2 in 2017), and increased processing requirements will               
require a major re-architecting and re-thinking of how data is organized, accessed by jobs,              
presented to and accessed by users, and ultimately stored on disk. In this whitepaper we explore                
new ways of organizing data in form of ​data lakes and ​local caches ​, accessing data through                
streaming of sub-file and sub-event fragments from a caching network, presenting metadata to             
users through a labeling system, and storing data on disk. 

The perspective we are assuming here is from a computing facilities and infrastructure provider.              
There are several related long-running efforts in ATLAS to develop metadata services, sub-file             
access systems (e.g. the "Event Service") and more recently the Event Whiteboard System. 

Figure 1: Estimated ATLAS    
data volumes per year for     
Runs 2,3 and Run 4 (the      
HL-LHC era, 2026+). These    
volumes assume the current    
organizational model. 

 

1 An Addendum has been added to capture data lake thinking from the WLCG. 
2 https://twiki.cern.ch/twiki/pub/AtlasPublic/ComputingandSoftwarePublicResults/diskHLLHC.png 

1 

Data over Distance - 07/19/18

Internally : Redirect, Move & Cache
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Lake: a 2-D concept
• Horizontal dimension: Spatial distribution of storages (the different 

locations)


• Vertical dimension: Hierarchy of storage at a given location


• Can be very simple (cache only) to complex with a variety of solutions 
(cache, disk, tape) implementing different technologies 


• The 2-D are managed by :


• An internal file catalog 


• An active information system 


• The 2 dimensions can be independently implemented —> BNL-Lake
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Caching and lake: 
A note in passing

• Ilija performed extensives studies 
and simulations  (Slides)  of caches 
on US sites


• Ultimate conclusions cannot be 
reached because of tight 
connection between data 
placement (DDM) and workflow 
management (WFMS)


• Current data organization cannot be 
used for asserting the benefit of a 
caching system in a data lake 


• Only a real prototype could be used 
to evaluate the full benefit of a lake

Last episode summary

Production input are slightly more cacheable (52% accesses and 67% data 
volume) than Analysis inputs (35% accesses and 37% data volume).

Different file types have very different access patterns (eg. HITS, EVNT, payload 
files are very cacheable, DAODs, panda*, AODs less so).

Claim: even a cache of 50TB per site would be sufficient to deliver roughly half or 
the accesses and data volume.
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Conclusions II

Smallish caches at all sites could deliver ~ half of data volume.

Not much benefit from 2nd level cache.

NEW QUESTION 

If we increase cache size, where would be best to add it?

ANSWER

At sites 15

https://docs.google.com/presentation/d/1Z77OTskVHxywhdbNu9bY4jYRnc7eG-DZn7Hu0w6dhZA/edit?usp=sharing
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Current setup
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None of the internals are specified 
by existing MoUs
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Current setup
• WFMS/DDM interact with disk tokens 

and SRM


• The details of site internals are unknown 
to them (and will remain)


• Number and type of tape drives


• Tape buffer size


• LAN Bandwidth


• I/O capability and reliability of disk 
storage, 


• etc… etc… etc…


• Optimisation of data access and storage 
for given requirements can only be 
performed by the site
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Proposal
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Proposal
• Can be implemented in 

several steps in parallel 
to present 
infrastructure 


1.One single disk token


2.Cache


3.Information system


• The simplest way to 
asses the capabilities 
of the Lake concept 
without interference of 
the WFMS/DDM
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Note: this concept will break the historical WLCG 
requirement of a given disk space at a given site 
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Disk Storage
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The dream…US-Lake
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