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Aims

• Determine what fails (LINAC subsystem)

• Determine why it fails (failure mode)

• Are there any differences in the above in HICs and LMICs?

• To our knowledge, first comparative study between different 
environments

https://cerncourier.com/developing-medical-linacs-for-
challenging-regions/



Details of the Centres...



How to compare the LINAC 
data between environments?

• The LINACs studied do not record or 
log their own performance

• Data recorded externally by 
radiotherapy personnel

• So, analysed paper and electronic 
log books as well as databases

Abuja: 2017 Abuja: Commissioned

Enugu Gaborone: 2015



Example data available: Oxford, database

• Equipment

• Time reported

• Response time of engineers

• Time rectified

• Rectification time (taken to 
be downtime)

• Fault description

• Repair details



How can we 
analyse this?

• 12000 data entries 
cannot be manually 
analysed...

• Firstly, we look only at 
the 'CLINAC' system
(I.e. ignore all extras) 
to approximately half 
faults



Categorisation of faults

• A = Minor fault: < 5 mins

• B = Minor investigative fault: > 5 mins and < 60 mins
• C = Major fault: > 60 mins

Category A
Mean = 2.2 mins, Median = 2 mins, Faults = 4122

Category B
Mean = 14.2 mins, Median = 9 mins, Faults = 666

Category C
Mean = 271.3 mins, Median = 90 mins, Faults = 171



Aside: MLC Fault Distribution



LINAC Subsystems

Fault Cause



Downtime in Enugu and Abuja



Average downtime for faults in LMIC and HIC

Does this actually 
represent the 
problem we want 
to solve in this 
study??



Frequency of fault comparison of LMIC to HIC



Vacuum Faults



Breakdown on Vacuum faults



Air, Cooling and Generator Faults



Generator Faults



Cooling system and chiller Faults



Conclusions…

• Data agrees with qualitative statements

• Study of vacuum/interlocks and ion pump
• Safe shut down/start up, better vacuum sustainment, better back up supply, 

alternative energy supply?

• Maintenance of chillers and generators

• Power regulation – prevent surges

• Easy identification and replacement of fuses

• Maintanence of water/gas pressure

• Gun – why does Oxford gun fail more than LMIC?



Recommendations

• More data! Look at LICs as well as LMICs

• Can a study of ‘A’ and ‘B’ faults indicate likelihood of ‘C’ occurring?

• Can we make collection of data systematic? Standardised database?



Journal paper coming out...

In the final stages of being submitted to the journal Clinical Oncology







Gathering additional data….

• Now we have done initial study, we would like to collect more data to 
provide:

• Better statistics for analysis

• Wider variety of countries and environments

• Average out differences between vendors

• Ideally, we will ‘automate’ this data collection soon by providing a 
cloud-based logbook that collaborators can use to record down time 
and faults to assist the study (and their own knowledge of downtime!)

• It would be great to gather additional data from Indonesian hospitals! 
As well as the ‘log book’ data, would be good to also record:

• Which type of LINACs are used?

• Do they have service contracts or local engineers?

• We also would like ‘context’ data i.e. challenges that led to 
significant down time (availability of spare parts, difficulty in 
procurement, politics etc…)



FAILURE MODE & DATA

• Developing methodology to expand data collection:
• Indonesia (Jan & June 2019) and other hospitals in Nigeria (TBC)

• Later: cloud-based database system

• Have developed a simple tool to analyse availability based on MTTF & 
other data

• Planning for reliability/availability studies throughout project life

Egerton Consulting, UK



The vision: database of LINAC downtime/failure mode data

LINAC 

Engineer

Medical 

physicist

Uni. Oxford 

Researchers

CERN-ICEC-STFC Collaboration

Database of failure data

Uni. Oxford Researchers

Analysis & visualisation

Iterate

• Can work to input data offline

• Upload or send regularly

• View own data & export

• User can have different levels 

of access to database

• Ability to import data from xls 

or text file

Log data Existing data

Hospital 1 Hospital 2

LINAC 

Engineer

Log data

• Database can be amended/updated

• Analysis layer can be developed over 

time

• Guide analysis and iterations

• Bring in new hospitals/locations

• Report/input to accelerator study

Hospital n



Thanks!

• Dr Aruah, Dr Ige, Mr Asogwaa at National Hospital Abuja

• Dr Grover and Mr Makufa at Life Gaborone Private Hospital

• Dr Sheehy at University of Oxford
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Back Up Slides



Downtime at each centre

• Calculate downtime for each centre

• Can use this to normalise failure 
rates

• In the following graphs:
Number of ‘C’ faults per 1000 
hours of uptime
(Alternative representation of a 
mean time between failures 
graph)



RF Power Faults



Example Categorisation for Oxford data



Categorisation of faults

• Similar definition to Korean study of LINAC failure modes! 
(The Journal of the Korean Society for Therapeutic Radiology and Oncology 2005;23(3): 186-193)

• A = Minor fault: requires quick reset and no investigation (< 5 mins)

• B = Minor investigative fault: (usually) requires engineer to look further into 
fault but little action or minor fix required (> 5 mins and < 60 mins)

• C = Major fault: failure of a component/system that causes significant 
downtime and requires the engineer to investigate (>60 mins)

• In this analysis, we are exclusively looking at LINAC faults of category C



But….

• Recording of information differs between centres

• Requires assumptions…
• All C faults are recorded

• C faults are dominant

• My categorization of faults is perfect (!)

• And estimations…
• Some estimates of downtime



Categorisation in Korean LINAC Paper

• In order to briefly evaluate the effect of the equipment 
failure on the actual treatment work, the following can 
be investigated according to the severity of the failure

• In the event of a failure of the equipment, normal 
treatment is possible because the irradiation setting 
and treatment are not impaired. (A)

• Reduced ability to investigate: The basic ability of the 
equipment is temporarily deteriorated. However, if the 
equipment is rebooted or checked, it is possible to 
perform normal treatment by checking or replacing it. 
(B)

• Unable to investigate: If it is impossible to perform 
normal treatment due to equipment failure and it 
causes obstacle to the treatment of the patient (if 
repair is needed for a long time). (C)



Indonesia Collaboration

Collaboration with Universitas Indonesia, Jakarta (Prof. 

Supriyanto Pawiro) - connection facilitated by Dr. M. 

Kasim (Oxford).

Ministry for Health is enabling our collaboration access to 

log book data from (all) the 15 hospitals with LINACs 

Visited January 2019 to initiate collaboration, set up study 

& visit hospitals in Jakarta.

Workshop planned for late June 2019 (Jakarta), funded by 

University of Oxford GCRF (internal scheme). Will bring 

together technicians, engineers, physicists who record 

data and share results & best practise.

Visit to Cepto Hospital, Jakarta 

(Private hospital with 3 LINACs)



General spreadsheet for log data:

• As well as the ‘log book’ data, we want to record:

• Which type of LINACs are used? Patients/day etc…

• Service contracts or local engineers?

• We also would like ‘context’ data i.e. challenges that led to significant down 

time (availability of spare parts, difficulty in procurement, politics etc…)

+ Questionnaire



Google Forms Questionnaire:



Method so far

• Exclude data to just C faults (faults that take longer than 1 hour to fix)

• Exclude data to only include the 'LINAC' and 'MLC' system

• Now in order to compare, manually categorise the fault into the 
subsystem failed and the method of failure based on log book entry




