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A comparison of failure modes of OXFORD
radiotherapy Linear Accelerators

Laurence Wroe & Remigio Makufa




The current-generation sophisticated linear ac-
celerators in use in upper-income countries
often do not function well in the adverse con-
ditions encountered in LMICs. In addition to

Treatment, Not Terror: Time for Unique Problem-Solving
Partnerships for Cancer Care in Resource-Challenged
Environments

C. Norman Coleman et al

Journal of Global Oncology 2017; 3: 687-91

cancer treatment capacity can be met. There is a need to
accelerate the adoption and deployment of new
technologies that meet the contextual needs of low-
income and middle-income countries, which can have
regular interruptions to energy supply, lack of air

temperature control in buildings, and weak health

systems. For example, an environmentally friendly
radiotherapy accelerator that consumes little power
on standby and has reduced heat production, low
instantaneous power demand, and local power storage
would reduce reliance on the electricity grid (especially
if it could be solar powered) and is in development.

Expanding global access to radiotherapy
R. Atun et al
Lancet Oncol 2015; 16: 1153-86




Aims

* Determine what fails (LINAC subsystem)

* Determine why it fails (failure mode)

* Are there any differences in the above in HICs and LMICs?

* To our knowledge, first comparative study between dlfferent
environments ANy,

3.4

number of people served by one radiotherapy unit

https://cerncourier.com/developing-medical-linacs-for- B oo 500000 (] 1-2mion [ ovrsmiion
challenging-regions/ [ 500,000-1 miltion 2] 2-5 milion [ no unit




Details of the Centres...

Location Model Additional Features Installation Date Data From End Date Local Engineers
Abuja Elekta Precise 1999 2008 2017 2-3
Abuja Elekta Synergy MLC 2017 2017 - 2-3
Nigeria Benin Elekta F'rec?se 2011 2011 - 1-2
Enugu Elekta Precise 2009 2009 - 1-2
Lagos Elekta Precise 2013 2013 - 1-2
Sokoto Elekta Precise 2009 2009 - 1-2
Botswana Gaborone Elekta Precise 2001 2001 2014 1-2
Gaborone Elekta VersaHD MLC, Intellimax 2015 2015 - 1-2
Oxford Varian iX2100 MLC, OBIl, RPM 2007 2011 -
Oxford Varian iX2100 MLC, OBI, Rapid Arc, RFM 2007 2011 -
UK Oxford Varian iX2100 MLC, RPM 2007 2011 - 4
Oxford Varian iX2100 MLC, Rapid Arc, RPFM 2007 2011 -
Oxford Varian iX2100 MLC, Exactrac, OBl, Rapid Arc 2007 2011 -
Oxford Varian iX2100 MLC, RFM 2007 2011 -




Abuja: 2017 Abuja: Commissioned

How to compare the LINAC
data between environments?

* The LINACs studied do not record or
log their own performance

e Datarecorded externally by
radiotherapy personnel

e So, analysed paper and electronic
log books as well as databases

Enugu Gaborone: 2015
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5:05 0 hrs 1min
14/01/2011 13:14:02 0 hrs 0 mins.
24/01/2011 08:46:40 0 hrs 0 mins
24/01/2011 09:39:48 0 hrs 0 mins:
24/01/2011 10:55:20 O hrs 0 mins
24/01/2011 1. Ohrs 1min
24/01/2011 13:13:00 O hrs Lmin

24/01/2011 1 Ohrs 31 mins
24/01/2011 15:52:01 0 hrs 0 mins
24/01/2011 16:12:31 O hrs 1 min
25/01/201109:51:53 O hrs 1min
25/01/2011 10:59:57 O hrs O mins
25/01/2011 11:06:32 O hrs 0 mins
25/01/2011 11:57:20 O hrs O mins
25/01/201112:06:00 0 hrs 0 mins
25/01/2011 12:07:00 0 hrs 0 mins
25/01/2011 15:07:48 0 hrs 1min

26/01/2011 11:16:00 5 hrs 18 mins
ohrs 1min

26/01/201115:17:00 0 hrs 0 mins
26/01/2011 16:11:00 O hrs 1 min
26/01/2011 17:15:00 0 hrs 1 min
27/01/2011 11:06:22 O hrs 1 min
27/01/2011 13:07:00 0 hrs O mins
27/01/2011 13:13:00 O hrs O mins
27/01/2011 13:51:48 0 hrs 1 min
27/01/2011 14:33:00 O hrs 1min
27/01/2011 15:10:00 O hrs 1 min
27/01/2011 15:38:48 O hrs 1 min
27/01/2011 1 Qhrs Omins,
28/01/2011 09:08:47 0 hrs 0 mins
28/01/2011 10:26:07 O hrs 1 min
28/01/2011 10:40:20 O hrs O mins
28/01/2011 12:26:13 Ohrs 1 min
28/01/2011 15:25:07 0 hrs 1min

12/01/201111:35:00 0 hrs & mins
14/01/2011 13:15:00 0 hrs 1 mi
24/01/201109:04:00 Ohrs 18
24/01/201109:41:00 0 hrs 2 mins

24/01/201113:17:00 0 hrs 4 mins
24/01/2011 14,

24/01/201115;

24/01/2011 16:

25/01/201119:
25/01/201111:03:00 0 hrs 4 mins
25/01/201111:08:00 0 hrs 2 mins
25/01/201111:57:00 0 hrs O mins
25/01/201112:12:00 0 hrs & mins
25/01/201112:30:00 0 hrs 23 mins
25/01/201115:10:00 0 hrs 3 mins
26/01/201117:12:00 0 hrs 56 mins
26/01/201112:15:00 0 hrs 12 mins
26/01/201114:30:00 0 hrs 1 min
26/01/201115:18:00 O hrs 1 min
26/01/201116:23:00 0 hrs 12 mi
26/01/201117:16:00 0 hrs 1 min
27/01/201111:07:00 0 hrs 1 min
27/01/2011 13:07:00 0 hrs 0 mins
27/01/201113:15:00 0 hrs 2 mins
27/01/201113:52:00 0 hrs 1 miny
27/01/2011 14:36:00 0 hrs 3 mins
27/01/201115:11:00 0 hrs 1 min
27/01/201115:45:00 0 hrs 6 mins
27/01/2011 16:26:00 0 hrs O mins
28/01/201109:11:00 0 hrs 3 mins
28/01/2011 10:27:00 0 hrs 1 min
28/01/2011 10:40:00 0 hrs 0 mins
28/01/201112:27:00 0 hrs 1 min
28/01/201115:30:00 0 hrs 5 mins

Error message on handsat
HWFA

Naise from acuity

XORS

Faulty Handset

MLEIL
PV panel stuck

Management system error
Couldn't save patent data
unable to match online
Paxscan fallure

doer I/L not clearing
Faulty handset

2 jaw judders

Paxscan failure

Faulty Handsat
Network veey slow

ICre-seated

U1 prifse mismatch

Iubricated (Triflow) bearing on field light cooling fan
passward entered

Swapped with workshop spare

HWPS circuit breaker tripped, reset ta clear

Relogged back onto 40T computer

Py panel reset from gantry

Noted

Self cleared

prfsec Ui2 -cleared In servicemade

Relogged back onto 4DTC computer. Restarted Dicom treatment Daemon
clicked save ater. Restarted Dicom treatment Daeman

‘Reboated acuity workstation
Freed up door relay
Re-seated IC
ebserver 3 judder

Reboated PC 1o clear

replaced with working spare
Dicom trestment Daemon restarted
Appaeentl

ITC patient plan

Nated
Running slow
Nated

2nd attempt

red dat on 0Bl
AM_N_RDY

Paxscan Failure.

Calculation problem

red dat on OBI

Das. Interlock

AB_N_DRY

Unableto match online

Edit station 26 slow and frozen

noted
restarted supervisor from console
Nated

Reboated PC to clear

Retoated ta clear

rebooted supervisor

password entered

noted

Nated

Cleared itself afer 5 minutes

Example data available: Oxford, database

Equipment
ime reported
esponse time of engineers
ime rectified

ectification time (taken to
e downtime)

ault description

Repair details



How can we
analyse this? 2500,
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e 12000 data entries
cannot be manually
analysed...

Number of LINAC faults
=
S

* Firstly, we look only at
the 'CLINAC' system
(l.e. ignore all extras) .
to approximately half
faults
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0<x<1 1<x<bh Hh<x<1H 1b<x<30 30<x<60 x>60
Downtime/mins



Categorisation of faults

* A = Minor fault: <5 mins
* B = Minor investigative fault: > 5 mins and < 60 mins
* C = Major fault: > 60 mins

1000

Category A
Mean = 2.2 mins, Median =2 mins, Faults = 4122

300

60O

Category B
Mean = 14.2 mins, Median= 9 mins, Faults = 666

100

) ““““““““““““

0<x<5 (A) 5<x<60 (B) x>60 (C)
Downtime/mins

Category C
Mean = 271.3 mins, Median= 90 mins, Faults = 171

Total Downtime from LINAC Faults/Hours

—
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Number of MLC faults
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Aside: MLC Fault Distribution
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LINAC Subsystems

Subsystem Examples

Air, Cooling and Generator  Generators, compressors, internal pipes, external chillers
Beam Beam energy, symmetry

Computing Monitors, keyboards, mice. (Does not include DICOM issues)
Couch and External Door ~ Couch, tabletop, hand-pendant, external door for shielding
Diagnostics lonisation chamber

Gantry Gantry timing belt, gantry bearings

Gun Gun death, gun current issues, gun PSU issues

MLC MLC motors, MLC refiectors

Positioning Lasers, field lamps, position read outs (PROs), encoders

RF Power Thyratron, klystron/magnetron, power cables

Shaping Collimators, touch guard, carousel a u t a u S e
Vacuum Vacuum pumps

Fault Cause Examples

Mechanical = Switches, gearboxes, bearings, PROs, pipes

Electrical Thyratron, fuses, poor electrical connections, internal wires
Power Power supply units, tripped circuit breakers, UPS
Board PCBs, PSU boards, chips
== Cabling Power cables. signal cables
— External Generators, chillers, compressors, shielding door
______ | ,,;...;';;;'...,hil Dmift Retuning of the beam

*——{Couch rotation axis |

Power supply

[Con'rol
_un




2011

2012

Downtime in Enugu and Abuja

Uptime and Downtime of LINAC in UNTH, Enugu, Nigeria

———Uptime Re-Installation
——Fixing LINAC ! | Magnetron PSU
[ Downtime i LI .

2013 [

lonization Chamber

2014 [ —

lon Pumps
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Thyratron
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Uptime and Downtime of LINAC (installed 1999) in NHA, Abuja, Nigeria

— Uptime

——Fixing LINAC
—— Downtime
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Average downtime for faults in LMIC and HIC

200

L MIC
HIC

Does this actually
representthe

problem we want
to solve in this
study??
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Frequency of fault comparison of LMIC to HIC
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Vacuum Faults
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Air, Cooling and Generator Faults
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Generator Faults
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Cooling system and chiller Faults
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Conclusions...

 Data agrees with gualitative statements

e Study of vacuum/interlocks and ion pump

» Safe shut down/start up, better vacuum sustainment, better back up supply,
alternative energy supply?

 Maintenance of chillers and generators
 Power regulation — prevent surges

* Easy identification and replacement of fuses
 Maintanence of water/gas pressure

 Gun —why does Oxford gun fail more than LMIC?



Recommendations

 More data! Look at LICs as well as LMICs
e Can a study of ‘A’ and ‘B’ faults indicate likelihood of ‘C’ occurring?
* Can we make collection of data systematic? Standardised database?

D
"=




Journal paper coming out...

Comparative analysis of radiotherapy LINAC downtime and failure modes in the
UK, Nigeria and Botswana

L. M. Wroe®, T. A. Ige, O. C. Asopwa, C. S. Aruah®, . Grover®, R. Makufa?, 5. L. Sheehy®, on behalf of the
CERN-ICEC-STFC Medical LINAC collaboration

“Department of Physics, University of Oxford
BN aticnal Hospital A buja (NHA ). Nigeria
“Deparimen of Rodis ion (ncolopy, Unversity of Permrplvanie Hotoeong-UFPEN N Farinership
ALife Gaborone Private Hospital {GPH |, Botswana

In the final stages of being submitted to the journal Clinical Oncology









Gathering additional data....

NOW'Vc\ile havedoneinitial study, wewould like to collect more datato
provide:

Better statistics for analysis
Wider variety of countries and environments
Average out differences between vendors

Ideally, we will ‘automate’this data collection soon by providing a
cloud-based logbook that collaborators can useto record down time
and faults to assistthe study (and their own knowledge of downtime!)

It would be great to gather additional datafrom Indonesian hospitals!
As well as the ‘log book’ data, would be good to also record:

Which type of LINACs are used?
Do they have service contracts or local engineers?

We also would like ‘context’ data i.e. challenges that led to
significant down time (availability of spare parts, difficulty in
procurement, politics etc...)



FAILURE MODE & DATA

- Developing methodology to expand data collection:
 Indonesia (Jan & June 2019) and other hospitals in Nigeria (TBC)
- Later: cloud-based database system

other data

Have developed a simple tool to analyse availability based on MTTF &

- Planning for reliability/availability studies throughout project life

LINAC Availability

nnnnnnn

Number of Spares
% failures requiring spare to be used

Restocking Time (days)

0.00%

8760

General Power

B6%
M . RFPower Accelerator
Conditioning | "ed Water | Vacuum | Gantry  RFSource ¢ , | FElectron Gun Guide Magnet Bet stes mator
eeeeee cs
5.63% 5.09% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Backup
1000 1000 1000 10000000000 10000000000 10000000000 10000000000 10000000000 10000000000 10000000000 10000000000 10000000000 10000000000
100

o

10

1
00% 00k 0% 0% 0% 0% % 0% 0% 0% 0% o 0%
0 0 0 30 30 0 0 0 30 30 0 0 0

Egerton Consulting, UK



Thevision: database of LINAC downtime/failure mode data

y

Can work to input data offline
Upload or send regularly
View own data & export

User can have different levels
of access to database

Ability to import data from xlIs
or text file

Log data Log data Existing data

¥

* Database can be amended/updated
®* Analysis layer can be developed over

tiii

®* Guide analysis and iterations
®* Bring in new hospitals/locations
®* Report/input to accelerator study




Thanks!

* Dr Aruah, Dr Ige, Mr Asogwaa at National Hospital Abuja
* Dr Grover and Mr Makufa at Life Gaborone Private Hospital
* Dr Sheehy at University of Oxford

Questions....
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Back Up Slides



e Calculatedowntime for each centre

e Can use this to normalise failure
rates

* In the following graphs:
Number of ‘C’ faults per 1000
hours of uptime
(Alternative representation of a
mean time between failures

graph)

Location Downtime Power System Hours of Data Estimate

Abuja 22.7% Grid (back up gen) 17377

Abuja 4.2% Grid (back up gen) 1909

Nigeria Benin 14.2% Generator 5640
Enugu 54.7% Generaftor 14080

Lagos 18.8% Generator 16720

Sokoto 20.0% Generator 17423

Botswana Gaborene 1.3% Grid 28343
Gaborone 1.3% Grid 4583

Oxford 1.3% Grid 19536

Oxford 0.7% Grid 19536

UK Oxford 1.7% Grid 19536
Oxford 1.4% Grid 19536

Oxford 1.0% Grid 19536

Oxford 0.7% Grid 19536
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Example Categorisation for Oxford data

Fault Details

In Room Monitor

HWFA Y2 jaw

faulty handset

DS12 & outputs need adjusting
Collimator stuck

Collimator Stuck

Watlow temperature monitor failed
Door Interlock not working

Targ interlock

15MV Symmetry adjustment required
V2 overheating

GFIL

6MV Symmetry adjustments required
Low dose 16meV

HWFA

GFIL

HWFA

Foil & Carr

Y2 Jaw issue

HVOC intlk

Gfill interlock

GFIL

MLC fault

MLC interlock

MLC

MLC fault

Repair Details

In Room monitor not working - VGA cable in ceiling loose. Refitted. Monitor working
Physics Checks

Reseated main IC

Outputs adjusted

Collimator rotation motor and gearbox ordered at 15 40 and replaced on arrival followi
Pinched cable freed off

Replacement required

Infra red barrier at fault. RHS relay not making connection. Changed to spare on PCB. Al
6MV 51 interlock switch replaced in target system.

15MV R & T adjustment made

Air con failed. Currently running machine on city water. Air con engineer on site 10/02/:
replaced Gun filament PSU in gun hot deck. Outputs checks OK.

Adjustments made (QA).

Unable to tune 16meV after service. Varian Engineer on site 25/06/14. Dave Holten adj
y1 spro replaced. X1 pro replaced. Colimator chain torgque set

cold deck PSU dropping out intermittently. PSU replaced

W14A replaced

Locking pin uswitch failed. Replaced and ok for use

w14b ordered to be fitted 27th.

Thyratron failure. replaced ok

Hot deck filament power supply changed

Fault found with gun deck. hot deck power supply. Awaiting part. Hot deck backplane re
Leaf A25 not clearing IMRT checks. Lead screw and T-nut replaced. Target side A softpo
A13 & A59 motor changed. A side iso softpot changed. A13 leadscrew & Tnut changed.
bad comms with linac. Interface PCB in MLC controller replaced.

Cleared ok

Downtime
2
2
92
3
9
2

N
PN R R R R R R RN MW

] =
[ RR == ¥

00NN B

Subsystem Why
Computing Cabling

Shaping Mechanical
Couch Board
Shaping Electrical
Shaping Mechanical
Shaping Cabling
Air/Cooling/ Mechanical
Couch Electrical
Beam Electrical
Beam Drift
Air/Cooling/ Mechanical
Gun Board
Beam Drift

Gun Electrical
Positioning Mechanical
RFPower Board
Shaping Cabling
Shaping Mechanical
Shaping Cabling
RFPower Electrical
Gun Electrical
Gun Electrical
MLC Mechanical
MLC Mechanical
MLC Board

MLC Mechanical

Fix
Repair
QA
Repair
Adjusted
Replaced
Repaired
Replaced
Replaced
Replaced
Adjusted
Repaired
Replaced
Adjusted
Repaired
Replaced
Replaced
Replaced
Replaced
Replaced
Replaced
Replaced
Replaced
Replaced
Replaced
Replaced
Repaired

What

Cable

Y2 Jaw
Main IC
NaN

Motor

NaN
Temperatur
Relay
Switch

NaN

Air con

Gun filamer
NaN

NaN

SPRO

Cold deck PS
W1l4a

Pin uswitch
NaN
Thyratron
Hot deck filz
Hot deck file
Softpot and
Motor and s
PCB

NaN



Categorisation of faults

e Similar definition to Korean study of LINAC failure modes!
(The Journal of the Korean Society for Therapeutic Radiology and Oncology 2005,;23(3): 186-193)

* A = Minor fault: requires quick reset and no investigation (< 5 mins)

* B = Minor investigative fault: (usually) requires engineer to look further into
fault but little action or minor fix required (> 5 mins and < 60 mins)

* C = Major fault: failure of a component/system that causes significant
downtime and requires the engineer to investigate (>60 mins)

* In this analysis, we are exclusively looking at LINAC faults of category C




But....

* Recording of information differs between centres

* Requires assumptions... _
e All C faults are recorded
e C faults are dominant never ASSUME

My categorization of faults is perfect (!
Y & P () it makes an ASS

out of

e And estimations...
e Some estimates of downtime




Categorisation in Korean LINAC Paper

In order to briefly evaluate the effect of the equipment
failure on the actual treatment work, the following can
be investigated according to the severity of the failure

In the event of a failure of the equipment, normal
treatment is possible because the irradiation setting
and treatment are not impaired. (A)

Reduced ability to investigate: The basic ability of the
equipment is temporarily deteriorated. However, if the
equipment is rebooted or checked, it is possible to
E)Be)rform normal treatment by checking or replacing it.

Unable to investigate: If it is impossible to perform
normal treatment due to equipment failure and it
causes obstacle to the treatment of the patient (if
repair is needed for a long time). (C)

(1) Z=APEs(olst “(Arz2 Z2)): 4
YA AR ZA A B Aol
FHR ABTE 7Hs @ )

2) =AFsEXSHolsE *Br2 E2:
Hol A A g Asts o] = AH, =
Bolu hadt A, wAH Fom 4=
e} (AR ol B Vb @ )

() =AtE7ks(olst “(CV2 #7|): -
0.8 FA ARI Brbsste] 24

(

Bate A (FAe e ads
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Indonesia Collaboration

Collaboration with Universitas Indonesia, Jakarta (Prof.
Supriyanto Pawiro) - connection facilitated by Dr. M.
Kasim (Oxford).

Ministry for Health is enabling our collaboration access to
log book data from (all) the 15 hospitals with LINACs

Visited January 2019 to initiate collaboration, set up study

O viicit hnenitale 1n 1al,arta

r

'
il ﬂ

Workshop, B ta), funded by
Universi@ g |, = i Ihe). Will bring
togethef = ts who record

tise.

Visit to Cepto Hospital, Jakarta
(Private hospital with 3 LINACs)



General spreadsheet for log data:

M E wv- = & General Failure Data Spreadsheet Draft 2 @~

=

Insert Page Layout Formulas Data Review View Developer &t Share ~

f\ . ¥ [Calbriody) +|[1 |+|[A= Av| [= | = (&~ = Wrap Text General LR [ [ e emx - L Ay-
| ™ - 3 o & - - & Fill + Z
~ ¢ |ELsHEJEIAY| EEEels)| S | BRI oo o 51| = = | gou %0
E2 fx  Electrical v
B c ¥} E F G H | ] K L
1 |Fault ID | Date/Time 1 Fault details 1SubSysmm Y Reason for Failure| Date /Time Fixed Notes on Repair/Fix What was fixed? | Fix Method |Personnel Required 1Mdlt|nna| Notes Total Downtime {mins) |Fau
2 weeks of down time was
An error message flagged up Electron gun and because of spare part stuck in
2 1 25/09/2018 12:10 about the electron gun Electron Gun | Electrical = 12/10/2018 13:24 Replaced whole gun assembly it's cabling Replace Country Vendor Engineer  customs 24554
3 2 24/01/2019 17:05 24/01/201% 17:16 11
4 3 24/01/201% 17:15 -62625195
5 4 0
& 0
7 0
B 0
9 0
10 0
11 1]
12 0
13 ]
14 0
15 . . 0
+ Questionnaire 0
o

As well as the ‘log book’ data, we want to record:
®* Whichtype of LINACs are used? Patients/day etc...
® Service contracts or local engineers?

®* Wealso would like ‘context’ data i.e. challenges that led to significant down
time (availability of spare parts, difficulty in procurement, politics etc...)



Google Forms Questionnaire:

¢ Radiotherapy LINAC downtime study B Yt

QUESTIONS RESPONSES

Section 1 of 4

©

T
Radiotherapy LINAC downtime study 5
Thankyou for participating in this study. This form is to collect general information about radiotherapy LINACs in your u
hospital, in addition to the data on down time and other issues. -
—]

Email address *

Valid email address

This form is collecting email addresses. Change settings

Your Name

Description (optional)




Method so far

* Exclude data to just C faults (faults that take longer than 1 hour to fix)
* Exclude data to only include the 'LINAC' and 'MLC' system

* Now in order to compare, manually categorise the fault into the
subsystem failed and the method of failure based on log book entry

/

I
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