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cLFV,	how	it	looks	like
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A	closer	look	at	the	SM

“Canonical”	SM	
‣ massless	ν,			
‣ no	ν-oscillations,	
‣ U(1)e	×	U(1)μ	×	U(1)τ	

SM	+	Dirac	νR		
‣ massive	ν,			
‣ ν	mixing	(PMNS	matrix	U),	
‣U(1)e	×	U(1)μ	×	U(1)τ	

simply	add	νR

Advantage of Charged Leptons

• quarks: SM backgrounds 
 

• charged leptons: SM background free search 

8
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cLFV	now	allowed	
but	beyond	experimental	reach

78 A. de Gouvêa, P. Vogel / Progress in Particle and Nuclear Physics 71 (2013) 75–92

the kinematical end-point ofMichel electrons produced bymuon decay in orbit. Theµ� ! e� conversion rate is usually ex-
pressed in units of the capture rate,µ�N ! ⌫µN 0. Presently, themost stringent bound is Br(µ ! e conv in Au) < 7⇥10�13

at the 90% confidence level [20]. There are a few proposals aimed at experiments sensitive to Br(µ ! e conv in Al) > 10�16

or better4 by the end of this decade [21,22]. Unlike the two rare decays discussed earlier, searches for µ� ! e� conversion
in nuclei are not, naively, expected to hit any experimental ‘‘wall’’ until conversion rates below 10�18 or lower [12]. Ex-
perimental setups sensitive to conversion rates below 10�17 are currently under serious study both at Fermilab (assuming
Project X becomes available) and J-PARC. Experimentally, in the long-run, it is widely anticipated thatµ� ! e� conversion
in nuclei will provide the ultimate sensitivity to CLFV.

2.2. ⌫ standard model expectations

In spite of the fact that we have determined that CLFVmust occur, measurements of neutrino oscillation processes do not
allowus to reliably estimate the rate for the various CLFV processes. The reason is thatwhile neutrino oscillation phenomena
depend only on neutrino masses and lepton mixing angles, the rates for the various CLFV processes depend dramatically on
the mechanism behind neutrino masses and lepton mixing, currently unknown (for recent reviews see, for example, [23]).
Different neutrino mass-generating Lagrangians lead to very different rates for CLFV. Some of these will be discussed briefly
here and in Section 2.4.

The massive neutrino contribution to CLFV that involves only active neutrinos is absurdly small. For example [24],

Br(µ ! e� ) = 3↵
32⇡

�����
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�����
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< 10�54, (1)

where U↵i are elements of the neutrino mixing matrix, 1m2
ij are the neutrino mass-squared differences, ↵ is the fine-

structure constant, and MW is the W -boson mass. Similar ridiculously small rates are expected for µ ! eee, µ ! e
conversion and rare process involving taus. The estimate above applies to some neutrino mass models, including minimal
scenarios with Dirac neutrinos. The reason behind the tiny branching ratios is well known. CLFV, as defined above, is a
flavor-changing neutral current process and such processes are subject to the GIMmechanism (or generalizations thereof).

In many neutrino-mass generating scenarios, the active neutrino contribution turns out to be, not surprisingly, severely
subdominant. In the famous seesaw mechanism [25,26], for example, heavy neutrino contributions to CLFV are naively
expected to be of the order of those of the light neutrinos, but there is no theorem that prevents them from being much,
much larger. According to [27], for example, current experimental constraints on the seesaw Lagrangian allow Br(⌧ ! µ� )
as large as 10�9, Br(µ ! e� ) as large are 4 ⇥ 10�13, and normalized rates for µ ! e conversion in nuclei that saturate the
current experimental upper bound. For more details, see for example [28].

2.3. Some model independent considerations

Independent from the mechanism behind neutrino masses, it is often speculated that the rates for different CLFV
processes are, perhaps, just beneath current experimental upper bounds. The reason is we suspect, for several reasons, that
there are new degrees of freedom beyond those in the Standard Model. We also suspect that some of those have masses
around 1 TeV. Since lepton-flavor numbers are known not to be good quantum numbers, it is generically expected that
virtual processes involving the new degrees of freedom will mediate, at some order in perturbation theory, CLFV.

Some concrete new physics scenarios will be briefly discussed in Section 2.4. Here we discuss two effective Lagrangians5
that mediate CLFV processes involvingmuons aiming at illustrating how searches for CLFV are sensitive to new physics, and
how different CLFV channels compare with one another.

After integrating out heavy degrees of freedom, and after electroweak symmetry breaking, CLFV is mediated by effective
operators of dimension five and higher. We first concentrate on the following effective Lagrangian6

LCLFV = mµ

( + 1)⇤2 µ̄R�µ⌫eLFµ⌫ + h.c.



(1 + )⇤2 µ̄L�µeL
�
ūL�

µuL + d̄L� µdL
�
+ h.c. (2)

The subscripts L, R indicate the chirality of the different Standard Model fermion fields, Fµ⌫ is the photon field strength and
mµ is the muon mass. The coefficients of the two types of operators are parameterized by two independent constants:

4 Some proposals involve other nuclei, including 48Ti.
5 Parts of this discussion were first presented in writing in [21,13].
6 The most general effective Lagrangian includes several other terms [14]. The subsets included in Eqs. (2) and (3), however, are sufficient to illustrate

all issues discussed here. Modulo extreme constructive/destructive interference effects among different effective operators, the points made here remain
valid.

Observation	of	cLFV	=	probe	for	New	Physics	beyond	simplest	SM	extension	
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Beyond	the	SM	

1. 		Observation	of	cLFV	=	probe	for	New	Physics	
2.		cLFV	rates	depend	on	the	unknown	mechanism	underlying	ν	masses.

Is	this	the	full	story?	
‣ mν	<	0.1	eV	→		Yν	<	5	×	10-13		
‣Majorana	mass	term?	
‣ See-saw?	Heavy	neutrino?	
‣…and	many	BSM	models	

�LY = �(Y⌫)ijL̄i�
c⌫Rj

�LM / M ⌫̄cR⌫R

Many	BSM	models,	e.g.:	
2HDM,	
SUSY,	
Leptoquark	models,	
Z’,	RS,	…	
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Figure 1: Diagrams contributing to the flavor violating decay ⌧ ! µ�, mediated by a Higgs boson

with flavor violating Yukawa couplings.

The bounds on the FV Yukawa couplings are collected in Table I, where for simplicity of

presentation the flavor diagonal muon and tau Yukawa couplings,

LY � �Yµµµ̄LµRh� Y⌧⌧ ⌧̄L⌧Rh+ h.c. , (10)

were set equal to their respective SM values
�
Yµµ

�
SM

= mµ/v,
�
Y⌧⌧

�
SM

= m⌧/v. Similar

bounds on FV Higgs couplings to quarks are collected in Table II. Similar constraints on

flavor violating Higgs decays have been present recently also in [24]. While our results agree

qualitatively with previous ones, small numerical di↵erences are expected because we avoid

some of the approximations made by previous authors. We also consider some constraining

processes not discussed before.

We first give more details on how the bounds in Tables I and II were obtained and then

move on to predictions for the allowed sizes of the FV Higgs decays.

A. Constraints from ⌧ ! µ�, ⌧ ! e� and µ ! e�

The e↵ective Lagrangian for the ⌧ ! µ� decay is given by

Le↵ = cLQL� + cRQR� + h.c. , (11)

where the dim-5 electromagnetic penguin operators are

QL�,R� =
e

8⇡2
m⌧

�
µ̄ �↵�PL,R⌧

�
F↵� , (12)

with ↵, � the Lorentz indices and F↵� the electromagnetic field strength tensor. The Wilson

coe�cients cL and cR receive contributions from the two 1-loop diagrams shown in Fig. 1

(with the first one dominant), and a comparable contribution from Barr-Zee type 2-loop

7

94 LORENZO CALIBBI and GIOVANNI SIGNORELLI

Fig. 6. – Supersymmetric contribution to ℓi → ℓjγ. It is understood that the photon attaches
to the fermion or the scalar in the loop, depending on which field is charged.

with the lepton mass matrix. As a consequence, the physical sleptons are mixtures of
different flavours.

In standard SUSY models with conserved R-parity, the dominant CLFV effects are
captured by dipole operators like those shown in eq. (37) for µ → eγ, which arise from
sneutrino-chargino and slepton-neutralino loops, as shown in fig. 6. Defining for conve-
nience the normalisation of the invariant amplitudes as follows:

Cij
eγ

Λ2
= yi

e

2
Aij

R ,
Cji∗

eγ

Λ2
= yi

e

2
Aij

L ,
[
yi = (me,mµ,mτ )

√
2/v

]
,(46)

the expression for BR(ℓi → ℓjγ) is obtained from a generalisation of eq. (39)

BR(ℓi → ℓjγ)
BR(ℓi → ℓjνiν̄j)

=
48π3α

G2
F

(
|Aij

L |2 + |Aij
R |2

)
.(47)

Furthermore, the fact that dipole diagrams as in fig. 6 dominate implies that, for µ →
eee and µ → e conversion, the correlations of eqs. (40), (41) hold. The full 1-loop
expressions of AL and AR can be found in [121, 139-141](15). For our discussion, it
is sufficient to report the expressions in the so-called Mass Insertion Approximation
(MIA) [143]. Working in a basis where lepton-slepton couplings are flavour diagonal,
the flavour violation instead appears in a non-diagonal slepton propagator that can be
expressed as a series expansion in terms of the off-diagonal slepton mass terms, eqs. (43)-
(45). The approximation consists in retaining the lowest term of such expansion only and
it is better the smaller the slepton mass splitting is. The expressions of the amplitude can
be further simplified if a similar approximation is applied to neutralinos and charginos,
working in the gauge eigenbasis and treating Bino-Higgsino and Wino-Higgsino mixing
as mass insertions of the order v/M1,2 (M1 and M2 being the Bino and Wino mass

(15) The first calculation of the neutralino-slepton and chargino-sneutrino loop contributions to
µ → eγ has been presented in [142] in the context of a theory with R-parity violation where
LFV arises from the mixing of sleptons (sneutrinos) with charged (neutral) Higgses.

I. Dor≤ner et al. / Physics Reports 641 (2016) 1–68 31

Fig. 10. One loop scalar LQ contributions to ` ! `0� and to dipole moments of leptons.

The above expressions agree with the formulas presented in Ref. [207]. In Eqs. (73) the limiting behavior of the functions is
indicated when x becomes small. Note that in such a limit the contribution of a chiral LQ with charge QS = 2/3 becomes
negligible due to cancellation between the terms with fS and fF . Eqs. (73) have been derived for the F = 0 case and are easily
adapted to the |F | = 2 case by flipping the scalar charge, QS ! �QS (but with QS still defined as charge of the field S), and
applying lq` ! r⇤

q`, rq` ! l⇤q`.
Rare radiative processeswith LFV have been studied for vector and scalar LQswith unitary couplingmatrices in Ref. [208].

Constraints on the scalar leptoquarks from LFV radiative decays were also tackled in the literature in Refs. [135,209].

3.4.2. Anomalous magnetic moments
Virtual corrections due to LQ states can modify the tree-level electromagnetic interactions of charged leptons `. At the

level of the `(p) ! `(p0)� ⇤(q, ✏) amplitude one has [210]:

ieū`(p0)


� µ

�
a`

2m`

i�µ⌫q⌫

�
u`(p)✏⇤

µ, qµ = (p � p0)µ. (74)

The gyromagnetic ratio g` is then obtained from the relation a`(q2 ! 0) = (g` � 2)/2. At the effective Lagrangian level a`

corresponds to the following interacting Lagrangian:

La` = e ¯̀
✓

�µAµ
+

a`

4m`

�µ⌫Fµ⌫

◆
`, (75)

where Fµ⌫ = @µA⌫ � @⌫Aµ. The terms in the brackets are independent of electric charge convention, while the overall sign
reflects the choice of the covariant derivative for lepton: Dµ = @µ � ieAµ. From the amplitude (70) adapted to the ` = `0

case one can extract a` = im`(�L + �R). Scalar LQ contributions to lepton anomalous magnetic moments have been known
for some time [13]. All F = 0 scalar LQs contribute as

a` = �
Ncm`

8⇡2m2
LQ

X

q


m`

�
|lq`|2 + |rq`|2

� �
QSfS(xq) � fF (xq)

�
+ mqRe(r⇤

q`lq`)
�
QSgS(xq) � gF (xq)

��
. (76)

The above expression is valid for LQwith F = 0 and can be recast to the |F | = 2 case by changing the sign before QS . Eq. (76)
reveals that a chiral LQ charge-eigenstate contributes to a` with a definite sign depending only on QS . However, complete
LQ multiplets could have contributions from different QS and in such cases the sign may depend on the interplay between
Yukawa couplings of differently charged states. We do not consider contributions of vector LQ states towards a` since their
contributions largely depend on the UV details of the theory.

Currently the most precise experimental result on the magnetic moment of the muon is due to the E821 experiment
performed at BNL [211,212] and amounts to aexpµ = 1.16592080(63) ⇥ 10�3. Comparing it to the contemporary state-
of-the-art SM predictions, aSMµ = 1.16591803(70) ⇥ 10�3 [14] (see also [213]) the difference between the two numbers,
�aµ ⌘ aexpµ � aSMµ = (2.8± 0.9) ⇥ 10�9, entails a strong constraint on the couplings of LQ states to muon. Next generation
experiments will reduce the error in aexpµ by a factor of 4 [214].

The contributions of LQs to a` have been presented in Refs. [215–219]. The connection between aµ and the electric dipole
of the muon, in light of the BNL measurement, has been advocated in [217]. The interplay between LFV lepton decays have
been studied in Refs. [135,220]. Bounds on the LQ couplings, albeit weak, have been also derived from the measurements of
neutrino magnetic moments in Ref. [221].

3.4.3. ` ! `0`0`00

The four-lepton lepton flavor violating amplitude is mediated by box diagrams involving leptoquarks and quarks
corresponding to diagrams of neutral mesonmixing via LQ turned inside out. The amplitudes of scalar LQmediation scale as

1709.00294

1603.04993
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Previous	searches	

�.� Experimental searches

3.2 Experimental searches

The history of experimental searches for cLFV starts in the 1940s. At that time, the muon was already
known for ten years since the discovery by Anderson and Neddermeyer [78], but was believed to be
the quantum of the strong force as described by the Yukawa theory [79]. It was then expected that a
negative muon, stopped in matter, would undergo the capture process p + µ� ! n + �, whereas a
positive muon would more probably decay emitting an electron. This description was discarded by
the experimental result of Conversi, Pancini and Piccioni [80], who observed an equal abundance of
µ! e(⌫⌫̄) decays for positive and negative muons stopped in a carbon target. Indeed the mesotron
could not be the Yukawa particle, being its interaction with the nucleus twelve orders of magnitude
weaker than expected [81]. Just before the identification of the decay chain ⇡ ! µ! e, Pontecorvo,
speculated on the possibility that the mesotron could be a “sort of isomer" of the electron, capable of
decaying into its ground state - the electron - emitting a photon. The first experimental search for
µ! e� was thus perform in 1947 at the Chalk River facility by Hincks and Pontecorvo [82], but no
signal evidence was observed. Soon after Sard and Althaus [83] repeated the experiment providing a
statical interpretation of the results. By the end of 1950 the muon and pion were recognised as two
distinct particles with di�erent masses, but only a few years later, in 1953, the concept of lepton flavour
conservation was conceived [84]. This did not stop the search for µ! e�; in 1955 the upper limit
on the branching ratio was pushed down to 2 ⇥ 10�5 thanks to the Nevis cyclotron at the Columbia
University [85]. This measurement was fundamental for the undestanding that at least two kind of
neutrinos existed. The W boson had not been theorised yet, but in 1958 Feinberg [86] pointed out
that if a weak heavy mediator and a single type of neutrino existed, the branching ratio of µ+ ! e+�
should have been of the order 10�4. But if the neutrino coupled to the electron was di�erent than the
one coupled to the muon then µ+ ! e� is forbidden. Over the decades numerous experiments tar-
geted the µ! e� decay, reporting lower and lower limits its branching ratio, as illustrated in Figure 3.3.

2017 JINST 12 C06022

History of CLFV experiments with muons
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History of CLFV experiments with muons

Figure 1. Upper limits on cLFV processes as a function of the year.

After the end of the run, the collaboration launched a redesign of the experiment, now called
MEG II, for further improving the limit by almost an order of magnitude. The experiment has been
redesigned, some parts refurbished, some designed from scratch, based on the experience acquired
during the MEG run. After several years of R&D and beam tests the collaboration is ready for data
taking next year. We estimate that three full years of data taking are required to reach the design
sensitivity of ⇠ 5. 10�14.

3 The design of the MEG II detector

The MEG II detector design is based on the MEG detector design [1]. The MEG experiment exploits
a surface µ+ high-intensity beam produced at the ⇡E5 channel at PSI. This beam is transported onto a
thin (210 µm) stopping target located at the center of a superconducting magnet generating a gradient

– 2 –

Figure 3.3: Upper limits on some cLFV processes as a function of the year. Taken from [87].
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Table II. – Limits for the branching ratio of charged lepton flavour-violating processes of leptons,
mesons, and heavy bosons. More extensive lists of B-meson and τ CLFV decays (including all
hadronic modes) can be found in [76, 77].

Reaction Present limit C.L. Experiment Year Reference

µ+ → e+γ < 4.2 ×10−13 90% MEG at PSI 2016 [49]

µ+ → e+e−e+ < 1.0 ×10−12 90% SINDRUM 1988 [50]

µ−Ti → e−Ti (a) < 6.1 ×10−13 90% SINDRUM II 1998 [51]

µ−Pb → e−Pb (a) < 4.6 ×10−11 90% SINDRUM II 1996 [52]

µ−Au → e−Au (a) < 7.0 ×10−13 90% SINDRUM II 2006 [54]

µ−Ti → e+Ca∗ (a) < 3.6 ×10−11 90% SINDRUM II 1998 [53]

µ+e− → µ−e+ < 8.3 ×10−11 90% SINDRUM 1999 [55]

τ → eγ < 3.3 ×10−8 90% BaBar 2010 [56]

τ → µγ < 4.4 ×10−8 90% BaBar 2010 [56]

τ → eee < 2.7 ×10−8 90% Belle 2010 [57]

τ → µµµ < 2.1 ×10−8 90% Belle 2010 [57]

τ → π0e < 8.0 ×10−8 90% Belle 2007 [58]

τ → π0µ < 1.1 ×10−7 90% BaBar 2007 [59]

τ → ρ0e < 1.8 ×10−8 90% Belle 2011 [60]

τ → ρ0µ < 1.2 ×10−8 90% Belle 2011 [60]

π0→ µe < 3.6 ×10−10 90% KTeV 2008 [61]

K0
L → µe < 4.7 ×10−12 90% BNL E871 1998 [62]

K0
L → π0µ+e− < 7.6 ×10−11 90% KTeV 2008 [61]

K+ → π+µ+e− < 1.3 ×10−11 90% BNL E865 2005 [63]

J/ψ → µe < 1.5 ×10−7 90% BESIII 2013 [64]

J/ψ → τe < 8.3 ×10−6 90% BESII 2004 [65]

J/ψ → τµ < 2.0 ×10−6 90% BESII 2004 [65]

B0→ µe < 2.8 ×10−9 90% LHCb 2013 [68]

B0→ τe < 2.8 ×10−5 90% BaBar 2008 [69]

B0→ τµ < 2.2 ×10−5 90% BaBar 2008 [69]

B → Kµe (b) < 3.8 ×10−8 90% BaBar 2006 [66]

B → K∗µe (b) < 5.1 ×10−7 90% BaBar 2006 [66]

B+ → K+τµ < 4.8 ×10−5 90% BaBar 2012 [67]

B+ → K+τe < 3.0 ×10−5 90% BaBar 2012 [67]

B0
s → µe < 1.1 ×10−8 90% LHCb 2013 [68]

Υ(1s) → τµ < 6.0 ×10−6 95% CLEO 2008 [70]

Z → µe < 7.5 ×10−7 95% LHC ATLAS 2014 [71]

Z → τe < 9.8 ×10−6 95% LEP OPAL 1995 [72]

Z → τµ < 1.2 ×10−5 95% LEP DELPHI 1997 [73]

h → eµ < 3.5 ×10−4 95% LHC CMS 2016 [74]

h → τµ < 2.5 ×10−3 95% LHC CMS 2017 [75]

h → τe < 6.1 ×10−3 95% LHC CMS 2017 [75]

(a)
Rate normalised to the muon capture rate by the nucleus, see eq. (99).

(b)
B-charge averaged modes.

1705.10224
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Previous	searches	

�.� Experimental searches

emission. This technique allows to factor out many uncertainties related to the nuclear wavefunction.
The most recent experiment dedicated to this search was SINDRUM-II. The detector consisted or
radial drift chambers and a cylindrical array of 64 scintillation counters pointed at the target. In
absence of signal events, SINDRUM-II set an upper limit on the µ � e conversion at the 90 % C.L.
equal to 6.1 � 7.0 ⇥ 10�13 using a Ti and an Au target respectively [89, 90]. These measurements
provide tight bounds for the 2`2q operators involving the flavour combinations eµdd and eµuu [74],
but they are not relevant for cLFV processes involving the top quark.

µ ! eee decay The third and last historical research channel for cLFV is the decay of a muon
into three electrons. The first measurement dates back to 1958 and corresponds to an upper limit
on the branching fraction B(µ ! eee) < 3.0 ⇥ 10�5 [91]. The tightest upper limit available is
B(µ! eee) < 1.0 ⇥ 10�12 at 90 % C.L., determined in 1988 by the SINDRUM collaboration [92].
Despite very small branching fraction, no strict constraint is derived on the 2`2q EFT operators from
this measurement.

⌧ decays The cLFV searches in muon decays have been naturally extended to the ⌧ lepton. However,
thanks to its mass, many more cLFV decay channels are kinematically accessible. These have been
investigated by the CLEO experiment first, but the current strictest limit are from BABAR and Belle [65].
Figure 3.5 shows how many decay channels are bounded to be of the order O(10�7 � 10�8) at 90 %
C.L.. Recently the ATLAS and LHCb experiments joined the e�ort. In particular LHCb probed for
the first time the decays ⌧ ! pµ�µ� and ⌧ ! p̄µ+µ� [93], while both ATLAS and LHCb searched
for ⌧ ! 3µ [94, 95]. The bounds on ⌧ ! e� and ⌧ ! eµ have been used in Ref. [75] to estimate the
size of the `⌧ut and `⌧ct e�ective couplings, by adapting the calculations carried out for the µ! e�
case. The corresponding bounds on the EFT coe�cients are reported to be just ✏`⌧qt . 100.

●
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Figure 3.5: Tau lepton-flavour-violating branching fraction upper limits summary plot, from Ref. [65].
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Table II. – Limits for the branching ratio of charged lepton flavour-violating processes of leptons,
mesons, and heavy bosons. More extensive lists of B-meson and τ CLFV decays (including all
hadronic modes) can be found in [76, 77].

Reaction Present limit C.L. Experiment Year Reference

µ+ → e+γ < 4.2 ×10−13 90% MEG at PSI 2016 [49]

µ+ → e+e−e+ < 1.0 ×10−12 90% SINDRUM 1988 [50]

µ−Ti → e−Ti (a) < 6.1 ×10−13 90% SINDRUM II 1998 [51]

µ−Pb → e−Pb (a) < 4.6 ×10−11 90% SINDRUM II 1996 [52]

µ−Au → e−Au (a) < 7.0 ×10−13 90% SINDRUM II 2006 [54]

µ−Ti → e+Ca∗ (a) < 3.6 ×10−11 90% SINDRUM II 1998 [53]

µ+e− → µ−e+ < 8.3 ×10−11 90% SINDRUM 1999 [55]

τ → eγ < 3.3 ×10−8 90% BaBar 2010 [56]

τ → µγ < 4.4 ×10−8 90% BaBar 2010 [56]

τ → eee < 2.7 ×10−8 90% Belle 2010 [57]

τ → µµµ < 2.1 ×10−8 90% Belle 2010 [57]

τ → π0e < 8.0 ×10−8 90% Belle 2007 [58]

τ → π0µ < 1.1 ×10−7 90% BaBar 2007 [59]

τ → ρ0e < 1.8 ×10−8 90% Belle 2011 [60]

τ → ρ0µ < 1.2 ×10−8 90% Belle 2011 [60]

π0→ µe < 3.6 ×10−10 90% KTeV 2008 [61]

K0
L → µe < 4.7 ×10−12 90% BNL E871 1998 [62]

K0
L → π0µ+e− < 7.6 ×10−11 90% KTeV 2008 [61]

K+ → π+µ+e− < 1.3 ×10−11 90% BNL E865 2005 [63]

J/ψ → µe < 1.5 ×10−7 90% BESIII 2013 [64]

J/ψ → τe < 8.3 ×10−6 90% BESII 2004 [65]

J/ψ → τµ < 2.0 ×10−6 90% BESII 2004 [65]

B0→ µe < 2.8 ×10−9 90% LHCb 2013 [68]

B0→ τe < 2.8 ×10−5 90% BaBar 2008 [69]

B0→ τµ < 2.2 ×10−5 90% BaBar 2008 [69]

B → Kµe (b) < 3.8 ×10−8 90% BaBar 2006 [66]

B → K∗µe (b) < 5.1 ×10−7 90% BaBar 2006 [66]

B+ → K+τµ < 4.8 ×10−5 90% BaBar 2012 [67]

B+ → K+τe < 3.0 ×10−5 90% BaBar 2012 [67]

B0
s → µe < 1.1 ×10−8 90% LHCb 2013 [68]

Υ(1s) → τµ < 6.0 ×10−6 95% CLEO 2008 [70]

Z → µe < 7.5 ×10−7 95% LHC ATLAS 2014 [71]

Z → τe < 9.8 ×10−6 95% LEP OPAL 1995 [72]

Z → τµ < 1.2 ×10−5 95% LEP DELPHI 1997 [73]

h → eµ < 3.5 ×10−4 95% LHC CMS 2016 [74]

h → τµ < 2.5 ×10−3 95% LHC CMS 2017 [75]

h → τe < 6.1 ×10−3 95% LHC CMS 2017 [75]

(a)
Rate normalised to the muon capture rate by the nucleus, see eq. (99).

(b)
B-charge averaged modes.
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Higgs	(2017,	√s	=	8	TeV,	L	=	20	fb-1)	
H	→	μτ	
H	→	eτ		
H	→	eμ	?	

High	mass	resonances	(Nov.	’18,	√s	=	13	TeV,		L=36	fb-1)	
X	→	eμ,	eτ,	μτ		

Top	quark	decays	(Sept.	’18,	√s	=	13	TeV,	L=80	fb-1)	
t	→	ℓℓ’q

�10

Selected	cLFV	searches	by	ATLAS

Figure 1: Left: Tree-level diagram contributing to �F = 2 amplitudes. Right: One-loop

diagram contributing to anomalous magnetic moments and electric dipole moments of charged

leptons (i = j), or radiative LFV decay modes (i 6= j).

Operator E↵. couplings 95% C.L. Bound Observables

|ce↵ | |Im(ce↵)|

(s̄R dL)(s̄LdR) csd c
⇤
ds 1.1⇥ 10�10 4.1⇥ 10�13 �mK ; ✏K

(s̄R dL)2, (s̄LdR)2 c
2
ds, c

2
sd 2.2⇥ 10�10 0.8⇥ 10�12

(c̄R uL)(c̄LuR) ccu c
⇤
uc 0.9⇥ 10�9 1.7⇥ 10�10 �mD; |q/p|,�D

(c̄R uL)2, (c̄LuR)2 c
2
uc, c

2
cu 1.4⇥ 10�9 2.5⇥ 10�10

(b̄R dL)(b̄LdR) cbd c
⇤
db 0.9⇥ 10�8 2.7⇥ 10�9 �mBd ; SBd! K

(b̄R dL)2, (b̄LdR)2 c
2
db, c

2
bd 1.0⇥ 10�8 3.0⇥ 10�9

(b̄R sL)(b̄LsR) cbs c
⇤
sb 2.0⇥ 10�7 2.0⇥ 10�7 �mBs

(b̄R sL)2, (b̄LsR)2 c
2
sb, c

2
bs 2.2⇥ 10�7 2.2⇥ 10�7

Table 1: Bounds on combinations of the flavour-changing h couplings defined in (1) obtained

from �F = 2 processes [12], assuming that mh = 125 GeV.

SU(2)L ⇥ U(1)Y invariant. However, they may be regarded as resulting from higher-order
SU(2)L ⇥ U(1)Y -invariant operators after the spontaneous breaking of SU(2)L ⇥ U(1)Y .

By construction, the e↵ective couplings described by (1) are momentum-independent. In
principle, higher-order operators with derivative couplings could also appear, leading to moment-
um-dependent terms, or e↵ective form factors for the flavour-changing vertices. We assume here
that any such e↵ects are subleading, though it is clear that direct observation of h decays would,
in general, provide much more stringent constraints on such momentum dependence than could
be provided by the indirect low-energy constraints considered below.

3 Bounds in the Quark Sector

In the quark sector, strong bounds on all the e↵ective couplings in (1) involving light quarks
(i.e., excluding the top) can be derived from the tree-level contributions to meson-antimeson
mixing induced by diagrams of the type shown in the left panel of Fig. 1. Using the bounds
on dimension-six �F = 2 operators reported in [12], we derive the indirect limits on di↵erent

3

1202.5704

X	=	Z’,	QBH,								up	to	6	TeV	⌫̃⌧

μτ	
eτ		

H

e,μ	

τ	

1807.06573

1809.09048

1508.03372,	1604.07730
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H	→	ℓτhad		(ℓ	=	e,	μ)

Selection:	
=	1ℓ,	1τhad,	OS	

pTℓ	>	26	GeV,	pTτ	≥	45	GeV	
|η(ℓ)	-η(τ)|	<	2		
0	b-jets

Backgrounds:	
Z→ττ			
W+jets	with	fake	τ	
multijet	(fake	τ,	non-prompt	μ)	
tt,̄	VV,	single	top,	H→ττ							

Two	analyses,	same	strategy.

J
H
E
P
1
1
(
2
0
1
5
)
2
1
1

  

Figure 1. Two-dimensional distributions of the transverse mass of the µ-Emiss
T system,

mT(µ,Emiss
T ), and that of the τhad-Emiss

T system, mT(τhad, Emiss
T ), in simulated Z/γ∗ → ττ (top

left plot), W+jets (top right plot), H → µτ signal (bottom left plot) and data (bottom right plot)
events. Magenta, red and yellow boxes on the bottom right plot illustarte locations of SR1, SR2,
and WCR, respectively. All events are required to have a well-identified muon and τhad of opposite
charge with pT(τhad) > 20GeV and pT(µ) > 26GeV.

Cut SR1 SR2 WCR TCR

pT(µ) >26GeV >26GeV >26GeV >26GeV

pT(τhad) >45GeV >45GeV >45GeV >45GeV

mT(µ,Emiss
T ) >40GeV <40GeV >60GeV –

mT(τhad, Emiss
T ) <30GeV <60GeV >40GeV –

|η(µ)− η(τhad)| <2 <2 <2 <2

Njet – – – >1

Nb−jet 0 0 0 >0

Table 1. Summary of the event selection criteria used to define the signal and various control
regions (see text).
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H	→	ℓτhad		(ℓ	=	e,	μ)
Background	modeling	

Results Eur. Phys. J. C (2017) 77 :70 Page 9 of 31 70

Fig. 3 Post-fit combined mMMC
eτ distribution obtained by adding indi-

vidual distributions in SR1 and SR2. In the lower part of the figure, the
data are shown after subtraction of the estimated backgrounds. The grey
band in the bottom panel illustrates the post-fit systematic uncertainties
in the background prediction. The statistical uncertainties for data and
background predictions are added in quadrature in the bottom part of
the figure. The signal is shown assuming Br(H → eτ ) = 1.0%. Very
small backgrounds due to single top, t t̄ , VV , Z → ee( jet → τmisid

had )
and H → ττ events are combined in a single background compo-
nent labelled as “Other Backgrounds”. The last bin of the distribution
contains events with mMMC

eτ > 250 GeV

the median expected 95% CL upper limits are 1.81% and
2.07+0.82

−0.58%, respectively. Table 6 provides a summary of all
results, including the results of the ATLAS search for the
LFV H → µτ decays [22].

5 Search for H → eτ/µτ decays in the τlep channel

In the τlep channel the background estimate is based on
the data-driven method developed in Ref. [29]. This method
is sensitive only to the difference between Br(H → µτ )
and Br(H → eτ ), and it is based on the premise that the
kinematic properties of the SM background are to a good
approximation symmetric under the exchange e ↔ µ.

5.1 Event selection and signal region definition

Events selected in the τlep channel must contain exactly two
opposite-sign leptons, one an electron and the other a muon.
The lepton with the higher pT is indicated by ℓ1 and the other
by ℓ2. Additional kinematic criteria, based on the pT differ-
ence between the two leptons and on the angular separations
between the leptons and the missing transverse momentum,
are applied to suppress the SM background events, which

Table 4 Summary of the selection criteria used to define the signal
regions in the τlep channel (see text)

SRnoJets SRwithJets

Light leptons e± µ∓ e± µ∓

τhad leptons veto veto

Central jets 0 ≥1

b-jets 0 0

pℓ1
T ≥35 GeV ≥35 GeV

pℓ2
T ≥12 GeV ≥12 GeV

|ηe| ≤2.4 ≤2.4

|ηµ| ≤2.4 ≤2.4

$φ(ℓ2, Emiss
T ) ≤0.7 ≤0.5

$φ(ℓ1, ℓ2) ≥2.3 ≥1.0

$φ(ℓ1, Emiss
T ) ≥2.5 ≥1.0

$pT(ℓ1, ℓ2) ≥7 GeV ≥1 GeV

are mainly due to the production of Z/γ ∗ → ττ and of
diboson (VV ) events. Two mutually exclusive signal regions
are defined: one with no central (|η| < 2.4) light-flavour
jets, SRnoJets, and the other with one or more central light-
flavoured jets, SRwithJets. The kinematic criteria defining each
signal region, summarised in Table 4, are optimised follow-
ing two guidelines. The first one is to maximise the signal-to-
background ratio. The second one is to have, in each signal
region, enough events to perform the data-driven background
estimation described in Sect. 5.2.

The final discriminant used in the τlep channel is the
collinear mass mcoll defined as:

mcoll =
√

2pℓ1
T (pℓ2

T + Emiss
T )(cosh $η −cos $φ). (2)

This quantity is the invariant mass of two massless parti-
cles, τ and ℓ1, computed with the approximation that the
decay products of the τ lepton, ℓ2 and neutrinos, are collinear
to the τ , and that the Emiss

T originates from the ν. In the
H → µτ (H → eτ ) decay, ℓ1 is the muon (electron) and
ℓ2 is the electron (muon). The differences in rapidity and
azimuthal angle between ℓ1 and ℓ2 are indicated by $η and
$φ. More sophisticated kinematic variables, such as MMC,
do not significantly improve the sensitivity of the τlep chan-
nel.

5.2 Background estimation

For simplicity, the symmetry method is illustrated here
assuming a H → µτ signal. The same procedure, but with
e and µ exchanged, is valid under the H → eτ assump-
tion. The symmetry method is based on the following two
premises:
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Figure 3. Post-fit combined mMMC
µτ distribution obtained by adding individual distributions

in SR1 and SR2. In the lower part of the figure, the data are shown after subtraction of the
estimated backgrounds. The grey band in the bottom panel illustrates the post-fit systematic
uncertainties on the background prediction. The statistical uncertainties for data and background
predictions are added in quadrature on the bottom part of the figure. The signal is shown assuming
Br(H → µτ)=0.77%, the central value of the best fit to Br(H → µτ). The last bin of the distribution
contains overflow events.

SR1 SR2 Combined

Expected limit on Br(H → µτ) [%] 1.60+0.64
−0.45 1.75+0.71

−0.49 1.24+0.50
−0.35

Observed limit on Br(H → µτ) [%] 1.55 3.51 1.85

Best fit Br(H → µτ) [%] −0.07+0.81
−0.86 1.94+0.92

−0.89 0.77±0.62

Table 3. The expected and observed 95% confidence level (CL) upper limits and the best fit values
for the branching fractions for the two signal regions and their combination.

data and background expectations in SR1. A small excess of the data over the predicted

background is observed in the 120GeV< mMMC
µτ <140GeV region in SR2. This small excess

in SR2 has a local significance of 2.2 standard deviations and a combined significance for

both signal regions of 1.3 standard deviations. This corresponds to a best fit value for

the branching fraction of Br(H → µτ)=(0.77 ± 0.62)%. Due to the low significance of

the observed excess, an upper limit on the LFV branching ratio Br(H → µτ) for a Higgs

boson with mH = 125GeV is set using the CLs modified frequentist formalism [61] with

the profile likelihood-ratio test statistics [62]. The observed and the median expected 95%

CL upper limits are 1.85% and 1.24+0.50
−0.35%, respectively. Table 3 provides a summary of

all results.
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μτhad		 eτhad	

μτhad			
Best	fit	Br	=	0.77	±	0.62	%		
Exp.	lim		1.24+0.50	-0.35	%	
Obs	lim	Br	<		1.85	%		
				
eτhad			
Best	fit	Br	=	-0.47	±	1.13	%	
Exp	lim		2.07	+0.82	-0.58	
Obs	lim	Br	<	1.81	%				

1.3σ	
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Missing Mass Calculator [36] (MMC). Conceptually, the MMC is a more sophisticated

version of the collinear approximation [37]. The main improvement comes from requir-

ing that the relative orientations of the neutrinos and other τ -lepton decay products are

consistent with the mass and kinematics of a τ -lepton decay. This is achieved by max-

imising a probability defined in the kinematically allowed phase space region. The MMC

used in the H → ττ analysis [28] is modified to take into account that there is only one

neutrino from a hadronic τ -lepton decay in LFV H → µτ events. For a Higgs boson

with mH = 125GeV, the reconstructed mMMC
µτ distribution has a roughly Gaussian shape

with a full width at half maximum of ∼19GeV. The analysis is performed “blinded” in the

110GeV< mMMC
µτ <150GeV regions of SR1 and SR2, which contains ∼94% of the expected

signal events. The event selection and the analysis strategy are defined without looking at

the data in these blinded regions.

4 Background estimation

The background estimation method takes into account the background properties and

composition discussed in section 3. It also relies on the assumption that the shape of

the mMMC
µτ distribution for the multi-jet background is the same for OS and SS events.

This assumption was verified in the published H → ττ search [38]. In addition, it was

confirmed using a dedicated control region, MJCR, with an enhanced contribution from

the multi-jet background. Events in this control region are required to pass all criteria for

SR1 and SR2 with the exception of the requirement on |η(µ)− η(τhad)|, which is reversed:

|η(µ) − η(τhad)| > 2. Therefore, the number of the total OS background events, Nbkg
OS

in each bin of the mMMC
µτ (or any other) distribution in SR1 and SR2 can be obtained

according to the following formula:

Nbkg
OS = rQCD ·Ndata

SS +NZ→ττ
OS−SS +NZ→µµ

OS−SS +NW+jets
OS−SS +N top

OS−SS +NV V
OS−SS +NH→ττ

OS−SS,

(4.1)

where the individual terms are described below. Ndata
SS is the number of SS data events,

which are dominated by W+jets events but also contain contributions from multi-jet and

other backgrounds. The fractions of multi-jet background in SS data events inside the

110GeV< mMMC
µτ <150GeV mass window are ∼17% and ∼44% in SR1 and SR2, re-

spectively. The contributions Nbkg−i
OS−SS = Nbkg−i

OS − rQCD · Nbkg−i
SS are add-on terms for

the different backgrounds components (where bkg-i indicates the ith background source:

Z → ττ , Z → µµ, W+jets, V V , H → ττ and events with t-quarks), which also account

for components of these backgrounds already included in SS data events.3 The factor

rQCD = Nmulti−jet
OS /Nmulti−jet

SS accounts for potential differences in flavour composition (and,

as a consequence, in jet → τhad fake rates) of final-state jets introduced by the same-sign

or opposite-sign charge requirements. The value of rQCD = 1.10± 0.14 is obtained from a

3The rQCD · Nbkg−i
SS correction in the add-on term is needed because same-sign data events include

multi-jet as well as electroweak events (Z → ττ , Z → µµ, W+jets, V V , H → ττ and events with t-quarks)

and their contributions cannot be separated.

– 6 –
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Sect. 4.1. It also relies on the observation that the shape of the
mMMC

eτ distribution for the multi-jet background is the same
for OS and SS events. This observation was made using a
dedicated control region, MJCR, with an enhanced contri-
bution from the multi-jet background. Events in this control
region are required to meet all criteria for SR1 and SR2 with
the exception of the requirement on |η(e) − η(τhad)|, which
is reversed: |η(e) − η(τhad)| > 2. Therefore, the total num-
ber of OS background events, N bkg

OS in each bin of the mMMC
eτ

(or any other) distribution in SR1 and SR2 can be obtained
according to the following formula:

N bkg
OS = rQCD · N data

SS +
∑

bkg-i

N bkg-i
OS−SS, (1)

where the individual terms are described below. N data
SS is the

number of SS data events, which contains significant contri-
butions fromW+jets events, multi-jet and other backgrounds.
The fractions of multi-jet background in SS data events inside
the 110 GeV< mMMC

eτ < 150 GeV mass window are ∼27
and ∼64% in SR1 and SR2, respectively. The contributions
N bkg-i

OS−SS = N bkg-i
OS − rQCD · N bkg-i

SS are add-onterms for the
different background components (where bkg-i indicates the
i th background source: Z → ττ , Z → ee, W+jets, VV ,
H → ττ and events with t-quarks), which also account
for components of these backgrounds already included in SS
data events.3 The factor rQCD = Nmulti-jet

OS /Nmulti-jet
SS accounts

for potential differences in flavour composition (and, as a
consequence, in jet → τhad misidentification rates) of final-
state jets introduced by the same-sign or opposite-sign charge
requirements. The value of rQCD = 1.0 ± 0.13 is obtained
from a multi-jet enriched control region in data using a
method discussed in Ref. [58]. This sample is obtained by

selecting events with Emiss
T < 15 GeV, m

e,Emiss
T

T < 30 GeV,
removing the isolation criteria of the electron candidate and
using the loose identification criteria for the τhad candi-
date [34]. The systematic uncertainty on rQCD is estimated
by varying the selection cuts described above. The obtained
value of rQCD is also verified in the MJCR region, which
has a smaller number of events but where the electron and
τhad candidates pass the same identification requirements as
events in SR1 and SR2.

The data and simulation samples used for the modelling of
background processes are described in Sect. 3. A discussion
of each background source is provided below.

The largely irreducible Z/γ ∗ → ττ background is mod-
elled by the embedded data sample described in Sect. 3.
The Z/γ ∗ → ττ normalisation is a free parameter in the

3 The rQCD · N bkg-i
SS correction in the add-on term is needed because

same-sign data events include multi-jet as well as electroweak events
(Z → ττ , Z → ee, W+jets, VV , H → ττ and events with t-quarks)
and their contributions cannot be separated.

final fit to data and it is mainly constrained by events with
60 GeV< mMMC

eτ < 90 GeV in SR2.
Events due to the W+jets background are mostly selected

when the τhad signature is mimicked by jets. This background
is estimated from simulation, and the WCR region is used to
check the modelling of the W+jets kinematics and to obtain
separate normalisations for OS and SS W+jets events. The
difference in these two normalisations happens to be statisti-
cally significant. An additional overall normalisation factor
for the NW+jets

OS−SS term in Eq. (1) is introduced as a free param-
eter in the final fit in SR1. By studying WCR events and
SR1 events with mMMC

eτ > 150 GeV (dominated by W+jets
background), it is also found that an mMMC

eτ shape correc-
tion, which depends on the number of jets, pT(τhad) and
|η(e) − η(τhad)|, needs to be applied in SR1. This correc-
tion is derived from SR1 events with mMMC

eτ > 150 GeV and
it is applied to events with any value of mMMC

eτ . The corre-
sponding modelling uncertainty is set to be 50% of the differ-
ence of the mMMC

eτ shapes obtained after applying the SR1-
based and WCR-based shape corrections. The size of this
uncertainty depends on mMMC

eτ and it is as large as ± 10% for
W+jets events with mMMC

eτ < 150 GeV. In the case of SR2,
good modelling of the Njet, pT(τhad) and |η(e) − η(τhad)|
distributions suggests that such a correction is not needed.
However, a modelling uncertainty in the mMMC

eτ shape of the
W+jets background in SR2 is set to be 50% of the difference
between the mMMC

eτ shape obtained without any correction
and the one obtained after applying the correction derived
for SR1 events. The size of this uncertainty is below 10%
in the 110 GeV< mMMC

eτ < 150 GeV region, which contains
most of the signal events. It was also checked that applying
the same correction in SR2 as in SR1 would affect the final
result by less than 4% (see Sect. 6). The modelling of jet frag-
mentation and the underlying event has a significant effect
on the estimate of the jet → τhad misidentification rate in dif-
ferent regions of the phase space and has to be accounted for
with a corresponding systematic uncertainty. To estimate this
effect, the analysis was repeated using a sample of W+jets
events modelled by ALPGEN interfaced with the HERWIG
event generator. Differences in theW+jets predictions in SR1
and SR2 are found to be ± 12 and ± 15%, respectively, and
are taken as corresponding systematic uncertainties.

In the case of the Z → ee background, there are two
components: events in which an electron mimics a τhad
(e → τmisid

had ) and events in which a jet mimics a τhad
(jet→ τmisid

had ). In the first case, the shape of the Z → ee
background is obtained from simulation. Corrections from
data, derived from dedicated tag-and-probe studies [59], are
also applied to account for the variation in the e → τmisid

had
misidentification rate as a function of η. The normalisation
of this background component is a free parameter in the
final fit to data and it is mainly constrained by events with

123

same	sign	τℓ	
data	events		

OS	events	
for	bkg.	i	

SS	events	
for	bkg.	i	correction	

factor	~1		 “add	ons”

…per	mτℓ	bin
bkg	=	{Zττ,	Zμμ,	W+jets,	top,	VV,	Hττ}
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H	→	ℓτlep	(ℓ=e,	μ)
Selection:	

=	1e,	1μ,		OS	

pT(leading)		>	35	GeV,	pT(trailing)	≥	12	GeV	
0	b-jets,	τhad	veto

NJets ∆Φ(ℓ2,ETmiss) ∆Φ(ℓ1,ℓ2) ∆Φ(ℓ1,ETmiss) ∆pT(ℓ1,ℓ2)

SRnoJ

ets

0 ≤	0.7 ≥	2.3 ≥	2.5 ≥	7	GeV

SRJets ≥	1 ≤	0.5 ≥	1.0 ≥	1.0 ≥	1	GeV

Data-driven	background	estimation:	
•SM	bkg	symmetric	under	e<—>μ	exchange	
•H→μτ→μe	(νν)	breaks	this	symmetry,	pTμ>pTe			
•split	regions	in	μe	(pTμ>pTe)	and	eμ	(pTμ	<pTe)	
•extract	μ	fitting	the	discriminant	using		

		
•Correct	for	

- Mis-reconstructed	objects	(fakes)	
- different	efficiencies	in	μe	vs	eμ	

•for	H→eτlep	swap	e,	μ	and	repeat

L(bi, µ) =
NbinsY

i

Pois(ni | bi)⇥Pois(mi | bi + µsi) pTμ>pTepTμ<pTe

H→μτlep	

SM	bkg
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Fig. 4 Collinear mass distributions in the τlep channel: background
estimate compared to the events observed in the data in the SRnoJets (top)
and SRwithJets (bottom). Left eµ channel. Right µe channel. In these

plots, events from the three f
(
pℓ2

T

)
bins are combined, although the fit

parameters are different in each f
(
pℓ2

T

)
bin. The signal expected for a

Br(H → µτ ) = 1% is shown in the µe channel

marises the fit results in the data in SRnoJets and SRwithJets:
the fitted f

(
pℓ2

T

)
scale factors, the symmetric background

component (
∑Nmcoll

i bi j ) in each pℓ2
T bin, and the non-prompt

estimate in the µe and the eµ channels. The excellent level
of agreement between the fitted number of events and the

observed number is due to the many unconstrained parame-
ters in the fit.

The expected and observed 95% CL upper limits on
branching ratios as well as their best fit values are calculated
using the statistical model described in Sect. 5.4. Table 6
presents a summary of results for the individual categories
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Discriminant	
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Fig. 3 Post-fit combined mMMC
eτ distribution obtained by adding indi-

vidual distributions in SR1 and SR2. In the lower part of the figure, the
data are shown after subtraction of the estimated backgrounds. The grey
band in the bottom panel illustrates the post-fit systematic uncertainties
in the background prediction. The statistical uncertainties for data and
background predictions are added in quadrature in the bottom part of
the figure. The signal is shown assuming Br(H → eτ ) = 1.0%. Very
small backgrounds due to single top, t t̄ , VV , Z → ee( jet → τmisid

had )
and H → ττ events are combined in a single background compo-
nent labelled as “Other Backgrounds”. The last bin of the distribution
contains events with mMMC

eτ > 250 GeV

the median expected 95% CL upper limits are 1.81% and
2.07+0.82

−0.58%, respectively. Table 6 provides a summary of all
results, including the results of the ATLAS search for the
LFV H → µτ decays [22].

5 Search for H → eτ/µτ decays in the τlep channel

In the τlep channel the background estimate is based on
the data-driven method developed in Ref. [29]. This method
is sensitive only to the difference between Br(H → µτ )
and Br(H → eτ ), and it is based on the premise that the
kinematic properties of the SM background are to a good
approximation symmetric under the exchange e ↔ µ.

5.1 Event selection and signal region definition

Events selected in the τlep channel must contain exactly two
opposite-sign leptons, one an electron and the other a muon.
The lepton with the higher pT is indicated by ℓ1 and the other
by ℓ2. Additional kinematic criteria, based on the pT differ-
ence between the two leptons and on the angular separations
between the leptons and the missing transverse momentum,
are applied to suppress the SM background events, which

Table 4 Summary of the selection criteria used to define the signal
regions in the τlep channel (see text)

SRnoJets SRwithJets

Light leptons e± µ∓ e± µ∓

τhad leptons veto veto

Central jets 0 ≥1

b-jets 0 0

pℓ1
T ≥35 GeV ≥35 GeV

pℓ2
T ≥12 GeV ≥12 GeV

|ηe| ≤2.4 ≤2.4

|ηµ| ≤2.4 ≤2.4

$φ(ℓ2, Emiss
T ) ≤0.7 ≤0.5

$φ(ℓ1, ℓ2) ≥2.3 ≥1.0

$φ(ℓ1, Emiss
T ) ≥2.5 ≥1.0

$pT(ℓ1, ℓ2) ≥7 GeV ≥1 GeV

are mainly due to the production of Z/γ ∗ → ττ and of
diboson (VV ) events. Two mutually exclusive signal regions
are defined: one with no central (|η| < 2.4) light-flavour
jets, SRnoJets, and the other with one or more central light-
flavoured jets, SRwithJets. The kinematic criteria defining each
signal region, summarised in Table 4, are optimised follow-
ing two guidelines. The first one is to maximise the signal-to-
background ratio. The second one is to have, in each signal
region, enough events to perform the data-driven background
estimation described in Sect. 5.2.

The final discriminant used in the τlep channel is the
collinear mass mcoll defined as:

mcoll =
√

2pℓ1
T (pℓ2

T + Emiss
T )(cosh $η −cos $φ). (2)

This quantity is the invariant mass of two massless parti-
cles, τ and ℓ1, computed with the approximation that the
decay products of the τ lepton, ℓ2 and neutrinos, are collinear
to the τ , and that the Emiss

T originates from the ν. In the
H → µτ (H → eτ ) decay, ℓ1 is the muon (electron) and
ℓ2 is the electron (muon). The differences in rapidity and
azimuthal angle between ℓ1 and ℓ2 are indicated by $η and
$φ. More sophisticated kinematic variables, such as MMC,
do not significantly improve the sensitivity of the τlep chan-
nel.

5.2 Background estimation

For simplicity, the symmetry method is illustrated here
assuming a H → µτ signal. The same procedure, but with
e and µ exchanged, is valid under the H → eτ assump-
tion. The symmetry method is based on the following two
premises:

123

Results	

μτlep			
Best	fit	Br	=	0.03	±	0.87		
Exp	lim		1.73+0.74	-0.49	%	
Obs	lim	1.79	%		
				
eτlep			
Best	fit	Br	=	-0.26	±	0.81	
Exp	lim	1.48	+0.60	-0.42	%	
Obs	lim		1.36	%			
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Table 6 Results of the search
for the LFV H → eτ and
H → µτ decays. The limits are
computed under the assumption
that either Br(H → µτ ) = 0 or
Br(H → eτ ) = 0. The expected
and observed 95% confidence
level (CL) upper limits and the
best fit values for the branching
ratios for the individual
categories and their
combination. The µτhad channel
is from Ref. [22]

Channel Category Expected limit (%) Observed limit (%) Best fit Br (%)

SR1 2.81+1.06
−0.79 3.0 0.33+1.48

−1.59

H → eτhad SR2 2.95+1.16
−0.82 2.24 −1.33+1.56

−1.80

Combined 2.07+0.82
−0.58 1.81 −0.47+1.08

−1.18

SRnoJets 1.66+0.72
−0.46 1.45 −0.45+0.89

−0.97

H → eτlep SRwithJets 3.33+1.60
−0.93 3.99 0.74+1.59

−1.62

Combined 1.48+0.60
−0.42 1.36 −0.26+0.79

−0.82

H → eτ Combined 1.21+0.49
−0.34 1.04 −0.34+0.64

−0.66

SR1 1.60+0.64
−0.45 1.55 −0.07+0.81

−0.86

H → µτhad SR2 1.75+0.71
−0.49 3.51 1.94+0.92

−0.89

Combined 1.24+0.50
−0.35 1.85 0.77+0.62

−0.62

SRnoJets 2.03+0.93
−0.57 2.38 0.31+1.06

−0.99

H → µτlep SRwithJets 3.57+1.74
−1.00 2.85 −1.03+1.66

−1.82

Combined 1.73+0.74
−0.49 1.79 0.03+0.88

−0.86

H → µτ Combined 1.01+0.40
−0.29 1.43 0.53+0.51

−0.51
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Fig. 5 Upper limits on LFV decays of the Higgs boson in the H → eτ hypothesis (left) and H → µτ hypothesis (right). The limits are computed
under the assumption that either Br(H → µτ ) = 0 or Br(H → eτ ) = 0. The µτhad channel is from Ref. [22]

Table 7 Summary of the
Z → µτhad event selection
criteria used to define the signal
and control regions (see text)

Cut SR1 SR2 WCR TCR

pT(µ) > 30 GeV > 30 GeV > 30 GeV > 30 GeV

pT(τhad) > 30 GeV > 30 GeV > 30 GeV > 30 GeV

|η(µ) −η(τhad)| < 2 < 2 < 2 < 2

m
µ,Emiss

T
T > 30 and < 75 GeV < 30 GeV > 60 GeV –

m
τhad,Emiss

T
T < 20 GeV < 45 GeV > 40 GeV –

Njet – – – > 1

Nb−jet 0 0 0 > 0

123

Br(H→μτ)	<	1.43	%Br(H→eτ)	<	1.04	%

eτhad		

eτlep		

Combination Combination

μτlep		

μτhad		
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Three	BSM	models:	
•Z’	(same	quark	couplings	as	Z,	one	cLFV	mode	at	a	time)	
•τ	sneutrino	coupled	to	1st	gen.	quarks	(RPV	SUSY)	
•Quantum	black	holes	(QBH)

must fail isolation and the τhad-vis candidate must fail
identification, and in R1 and R2 the leptons must have
the same electric charge and the electron/muon pT must be
less than 200 GeV to avoid signal contamination. For a Z0

boson with a mass of 500 GeV, the lowest signal mass
considered in this paper, the contamination from the signal
process in R2 is found to be below 1%. The region
definitions are listed in Table I. The background contribu-
tion is estimated as NMJ ¼ NR3

× NR2
=NR1

. The transfer
factor NR2

=NR1
is calculated as a function of the dilepton

mass to encapsulate correlations between mlτ and the
isolation and identification requirements, and it is fitted

with a polynomial. In each of the regions defined, the
contributions from other SM processes, such as W þ jets,
Z þ jets, Z=γ# → ll, diboson, and top-quark production,
are subtracted using simulation. The contribution from the
multijet background is ∼60% (∼20%) of the W þ jets
background for the eτ (μτ) channel, corresponding to
∼25% (∼10%) of the total expected background.
The multijet background is estimated using a transfer

factor obtained using same-charge lepton pairs and applied
to opposite-charge plus same-charge lepton pairs. To check
the validity of this procedure, the multijet background
is also estimated using a transfer factor obtained with
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FIG. 3. The invariant mass distribution of (a) eμ, (b) eμ with b-veto, (c) eτ, and (d) μτ pairs for data and the SM predictions. Three
signal examples are overlaid: a Z0 boson with a mass of 1.5 TeV, a τ-sneutrino (ν̃τ) with a mass of 1.5 TeV, and a RS quantum black-hole
(QBH) with a threshold mass of 1.5 TeV. The range is chosen such that all data points are visible. The error bars show the Poissonian
statistical uncertainty of the observed yields, while the band in the bottom plot includes all systematic uncertainties combined in
quadrature. No further data points are found in overflow bins.
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must fail isolation and the τhad-vis candidate must fail
identification, and in R1 and R2 the leptons must have
the same electric charge and the electron/muon pT must be
less than 200 GeV to avoid signal contamination. For a Z0

boson with a mass of 500 GeV, the lowest signal mass
considered in this paper, the contamination from the signal
process in R2 is found to be below 1%. The region
definitions are listed in Table I. The background contribu-
tion is estimated as NMJ ¼ NR3
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mass to encapsulate correlations between mlτ and the
isolation and identification requirements, and it is fitted

with a polynomial. In each of the regions defined, the
contributions from other SM processes, such as W þ jets,
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are subtracted using simulation. The contribution from the
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background for the eτ (μτ) channel, corresponding to
∼25% (∼10%) of the total expected background.
The multijet background is estimated using a transfer

factor obtained using same-charge lepton pairs and applied
to opposite-charge plus same-charge lepton pairs. To check
the validity of this procedure, the multijet background
is also estimated using a transfer factor obtained with

1

310

610

E
ve

nt
s

Data
Top Quarks
Diboson
Multijet & W+jets

 ll→*γZ/
LFV Z' 1.5 TeV

 1.5 TeVτν∼RPV
QBH RS 1.5 TeV
Uncertainty

-1 = 13 TeV, 36.1 fbs

ATLAS

 channelµe

200 300 400 1000 2000
 [GeV]µem

0.5

1

1.5

D
at

a/
S

M
 B

kg

(a)

1

310

610

E
ve

nt
s

Data
Top Quarks
Diboson
Multijet & W+jets

 ll→*γZ/
LFV Z' 1.5 TeV

 1.5 TeVτν∼RPV
QBH RS 1.5 TeV
Uncertainty

-1 = 13 TeV, 36.1 fbs

ATLAS

 channel (b-veto)µe

200 300 400 1000 2000
 [GeV]µem

0.5

1

1.5

D
at

a/
S

M
 B

kg

(b)

1

310

610
E

ve
nt

s
Data
Multijet & W+jets
Top Quarks

 ll→*γZ/
Diboson
LFV Z' 1.5 TeV

 1.5 TeVτν∼RPV
QBH RS 1.5 TeV
Uncertainty

-1 = 13 TeV, 36.1 fbs

ATLAS

 channelτe

200 300 400 1000 2000

 [GeV]τem

0.5

1

1.5

D
at

a/
S

M
 B

kg

(c)

1

310

610

E
ve

nt
s

Data
Multijet & W+jets
Top Quarks

 ll→*γZ/
Diboson
LFV Z' 1.5 TeV

 1.5 TeVτν∼RPV
QBH RS 1.5 TeV
Uncertainty

-1 = 13 TeV, 36.1 fbs

ATLAS

 channelτµ

200 300 400 1000 2000

 [GeV]τµm

0.5

1

1.5

D
at

a/
S

M
 B

kg

(d)

FIG. 3. The invariant mass distribution of (a) eμ, (b) eμ with b-veto, (c) eτ, and (d) μτ pairs for data and the SM predictions. Three
signal examples are overlaid: a Z0 boson with a mass of 1.5 TeV, a τ-sneutrino (ν̃τ) with a mass of 1.5 TeV, and a RS quantum black-hole
(QBH) with a threshold mass of 1.5 TeV. The range is chosen such that all data points are visible. The error bars show the Poissonian
statistical uncertainty of the observed yields, while the band in the bottom plot includes all systematic uncertainties combined in
quadrature. No further data points are found in overflow bins.
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must fail isolation and the τhad-vis candidate must fail
identification, and in R1 and R2 the leptons must have
the same electric charge and the electron/muon pT must be
less than 200 GeV to avoid signal contamination. For a Z0

boson with a mass of 500 GeV, the lowest signal mass
considered in this paper, the contamination from the signal
process in R2 is found to be below 1%. The region
definitions are listed in Table I. The background contribu-
tion is estimated as NMJ ¼ NR3

× NR2
=NR1

. The transfer
factor NR2

=NR1
is calculated as a function of the dilepton

mass to encapsulate correlations between mlτ and the
isolation and identification requirements, and it is fitted

with a polynomial. In each of the regions defined, the
contributions from other SM processes, such as W þ jets,
Z þ jets, Z=γ# → ll, diboson, and top-quark production,
are subtracted using simulation. The contribution from the
multijet background is ∼60% (∼20%) of the W þ jets
background for the eτ (μτ) channel, corresponding to
∼25% (∼10%) of the total expected background.
The multijet background is estimated using a transfer

factor obtained using same-charge lepton pairs and applied
to opposite-charge plus same-charge lepton pairs. To check
the validity of this procedure, the multijet background
is also estimated using a transfer factor obtained with
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FIG. 3. The invariant mass distribution of (a) eμ, (b) eμ with b-veto, (c) eτ, and (d) μτ pairs for data and the SM predictions. Three
signal examples are overlaid: a Z0 boson with a mass of 1.5 TeV, a τ-sneutrino (ν̃τ) with a mass of 1.5 TeV, and a RS quantum black-hole
(QBH) with a threshold mass of 1.5 TeV. The range is chosen such that all data points are visible. The error bars show the Poissonian
statistical uncertainty of the observed yields, while the band in the bottom plot includes all systematic uncertainties combined in
quadrature. No further data points are found in overflow bins.
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95%	credibility	level	upper	limits	on	cross	sections	

A pile-up modeling uncertainty is estimated by varying
the distribution of pile-up events in the reweighting of
the Monte Carlo, to cover the uncertainty on the ratio
between the predicted and measured inelastic cross section
in the fiducial volume defined byMX > 13 GeV whereMX
is the mass of the hadronic system [69].
The uncertainty of 2.1% in the luminosity applies to the

signal and to backgrounds derived from simulations.
The uncertainties of the reducible background estimation

in the eμ channel, and the τ-lepton fake rate, the multijet
transfer factor calculation, and the top-quark extrapolation
are presented in Sec. V.
The PDF uncertainties are the dominant systematic

uncertainties affecting the background estimates, together
with the uncertainty on the extrapolation to estimate the
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FIG. 6. The observed and expected 95% credibility-level upper limits on the (a) Z0 boson, (b) τ-sneutrino (ν̃τ), and (c) QBH ADD and
RS production cross section times branching ratio for decays into an μτ final state. The signal theoretical cross section times branching
ratio lines for the Z0 model, the QBH ADD model assuming six extra dimensions, and the RS model with one extra dimension are
obtained from the simulation of each process, while the RPV SUSY ν̃τ includes the NLO K-factor calculated using LOOPTOOLS [33].
The acceptance times efficiency of the ADD and RS QBH models agree within 1%, and the same curve is used for limit extraction. The
expected limits are shown with the !1 and !2 standard deviation uncertainty bands.

TABLE VIII. Expected and observed 95% credibility-level
lower limits on the mass of a Z0 boson with lepton-flavor-
violating couplings, a supersymmetric τ-sneutrino (ν̃τ) with
R-parity-violating couplings, and the threshold mass for quantum
black-hole production for the ADD n ¼ 6 and RS n ¼ 1 models.

Expected
limit [TeV]

Observed
limit [TeV]

eμ eμ eτ μτ eμ eμ eτ μτ

Model (b-veto) (b-veto)

LFV Z0 4.3 4.3 3.7 3.5 4.5 4.4 3.7 3.5
RPV SUSY ν̃τ 3.4 3.4 2.9 2.6 3.4 3.4 2.9 2.6
QBH ADD n ¼ 6 5.6 5.5 4.9 4.5 5.6 5.5 4.9 4.5
QBH RS n ¼ 1 3.3 3.4 2.8 2.7 3.4 3.4 2.9 2.6
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A pile-up modeling uncertainty is estimated by varying
the distribution of pile-up events in the reweighting of
the Monte Carlo, to cover the uncertainty on the ratio
between the predicted and measured inelastic cross section
in the fiducial volume defined byMX > 13 GeV whereMX
is the mass of the hadronic system [69].
The uncertainty of 2.1% in the luminosity applies to the

signal and to backgrounds derived from simulations.
The uncertainties of the reducible background estimation

in the eμ channel, and the τ-lepton fake rate, the multijet
transfer factor calculation, and the top-quark extrapolation
are presented in Sec. V.
The PDF uncertainties are the dominant systematic

uncertainties affecting the background estimates, together
with the uncertainty on the extrapolation to estimate the

 [TeV]Z'm

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 B
 [p

b]
σ

5−10

4−10

3−10

2−10

1−10
Expected 95% CL

σ 1±Expected

σ 2±Expected

Observed 95% CL

LFV Z'

ATLAS

τµ→LFV Z' 

-1 = 13 TeV, 36.1 fbs

(a)
[TeV]

τν∼m
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 B
 [p

b]
σ

5−10

4−10

3−10

2−10

1−10
Expected 95% CL

σ 1±Expected

σ 2±Expected

Observed 95% CL

τν∼RPV

ATLAS

τµ→τν∼

-1 = 13 TeV, 36.1 fbs

=0.07332λ=323λ=0.11,311

'
λ

(b)

 [TeV]thm
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 B
 [p

b]
σ

5−10

4−10

3−10

2−10

1−10

1
Expected 95% CL

σ 1±Expected
σ 2±Expected

Observed 95% CL
QBH ADD n=6
QBH RS n=1

ATLAS

τµ→QBH

-1 = 13 TeV, 36.1 fbs

(c)

FIG. 6. The observed and expected 95% credibility-level upper limits on the (a) Z0 boson, (b) τ-sneutrino (ν̃τ), and (c) QBH ADD and
RS production cross section times branching ratio for decays into an μτ final state. The signal theoretical cross section times branching
ratio lines for the Z0 model, the QBH ADD model assuming six extra dimensions, and the RS model with one extra dimension are
obtained from the simulation of each process, while the RPV SUSY ν̃τ includes the NLO K-factor calculated using LOOPTOOLS [33].
The acceptance times efficiency of the ADD and RS QBH models agree within 1%, and the same curve is used for limit extraction. The
expected limits are shown with the !1 and !2 standard deviation uncertainty bands.

TABLE VIII. Expected and observed 95% credibility-level
lower limits on the mass of a Z0 boson with lepton-flavor-
violating couplings, a supersymmetric τ-sneutrino (ν̃τ) with
R-parity-violating couplings, and the threshold mass for quantum
black-hole production for the ADD n ¼ 6 and RS n ¼ 1 models.

Expected
limit [TeV]

Observed
limit [TeV]

eμ eμ eτ μτ eμ eμ eτ μτ

Model (b-veto) (b-veto)

LFV Z0 4.3 4.3 3.7 3.5 4.5 4.4 3.7 3.5
RPV SUSY ν̃τ 3.4 3.4 2.9 2.6 3.4 3.4 2.9 2.6
QBH ADD n ¼ 6 5.6 5.5 4.9 4.5 5.6 5.5 4.9 4.5
QBH RS n ¼ 1 3.3 3.4 2.8 2.7 3.4 3.4 2.9 2.6
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A pile-up modeling uncertainty is estimated by varying
the distribution of pile-up events in the reweighting of
the Monte Carlo, to cover the uncertainty on the ratio
between the predicted and measured inelastic cross section
in the fiducial volume defined byMX > 13 GeV whereMX
is the mass of the hadronic system [69].
The uncertainty of 2.1% in the luminosity applies to the

signal and to backgrounds derived from simulations.
The uncertainties of the reducible background estimation

in the eμ channel, and the τ-lepton fake rate, the multijet
transfer factor calculation, and the top-quark extrapolation
are presented in Sec. V.
The PDF uncertainties are the dominant systematic

uncertainties affecting the background estimates, together
with the uncertainty on the extrapolation to estimate the
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FIG. 6. The observed and expected 95% credibility-level upper limits on the (a) Z0 boson, (b) τ-sneutrino (ν̃τ), and (c) QBH ADD and
RS production cross section times branching ratio for decays into an μτ final state. The signal theoretical cross section times branching
ratio lines for the Z0 model, the QBH ADD model assuming six extra dimensions, and the RS model with one extra dimension are
obtained from the simulation of each process, while the RPV SUSY ν̃τ includes the NLO K-factor calculated using LOOPTOOLS [33].
The acceptance times efficiency of the ADD and RS QBH models agree within 1%, and the same curve is used for limit extraction. The
expected limits are shown with the !1 and !2 standard deviation uncertainty bands.

TABLE VIII. Expected and observed 95% credibility-level
lower limits on the mass of a Z0 boson with lepton-flavor-
violating couplings, a supersymmetric τ-sneutrino (ν̃τ) with
R-parity-violating couplings, and the threshold mass for quantum
black-hole production for the ADD n ¼ 6 and RS n ¼ 1 models.

Expected
limit [TeV]

Observed
limit [TeV]

eμ eμ eτ μτ eμ eμ eτ μτ

Model (b-veto) (b-veto)

LFV Z0 4.3 4.3 3.7 3.5 4.5 4.4 3.7 3.5
RPV SUSY ν̃τ 3.4 3.4 2.9 2.6 3.4 3.4 2.9 2.6
QBH ADD n ¼ 6 5.6 5.5 4.9 4.5 5.6 5.5 4.9 4.5
QBH RS n ¼ 1 3.3 3.4 2.8 2.7 3.4 3.4 2.9 2.6
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top-quark background contribution at high mass. The
contribution from PDF uncertainties is estimated using
different PDF sets and eigenvector variations within a
particular PDF set for the top-quark, diboson, and
W þ jets backgrounds. The CT10 PDF uncertainty due
to eigenvector variations is evaluated through the use of
LHAPDF [70] following the prescriptions of Ref. [71]. The
uncertainty related to the choice of PDF is evaluated by
comparing the results with those from the central value of
other PDF sets: MMHT2014 [72], NNPDF3.0 [73], and
CT14 [31]. PDF-related uncertainties in the signal shape
are not considered. The uncertainties of the mll0 modeling
in tt̄ events are obtained using separate simulated samples
generated with the renormalization scale and hdamp param-
eter varied by factors of 2 and 1=2, and are referred to
as“Top scale” in Table II. These uncertainties for Wþ jets
are not considered as they are found to be small, given that
this background is mainly composed of real lepton (ε or μ)
and fake τ pairs. For the diboson background prediction,
the PDF systematic is the leading uncertainty.
Experimental systematic uncertainties common to signal

and background processes are assumed to be correlated. The
systematic uncertainties of the estimated SMbackground and
signal yields are summarized in Tables II and III. For signal

processes, only experimental systematic uncertainties are
considered. The simulated samples contribute a 3% statistical
uncertainty to the overall signal acceptance times efficiency.

VII. RESULTS

Tables IV–VII show the expected and observed numbers
of events in the low and high mass regions for each channel.
The eμ background is dominated by tt̄ and diboson events,
while W þ jets events are dominant for the eτ and μτ final
states.
Figure 3 shows the dilepton invariant mass distributions

for the eμ, eμ with b-veto, eτ, and μτ channels. The largest
deviation found in the data is a deficit in the 1.1–1.4 TeV
range of the eμ channel, with a global significance of 1.8
standard deviations, obtained using the BUMPHUNTER

program [74]. Due to the parton luminosity tail in the
LFV Z0 model, the impact of the deficit in the 1.1–1.4 TeV
range is also seen in the observed limit for Z0 boson masses
up to 4–5 TeV. No significant excess is found in any
channel.
The electron-muon event with an invariant mass of

2.1 TeV found in the previous version of this analysis
[5] no longer satisfies the event selection, since the
previously selected muon candidate is found to overlap
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Stronger	bounds	on	τ	final	states	than	those	from	low	energy	experiments
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Université de Lyon, F-69622, Lyon, France

Abstract

We consider lepton flavour violating decays of the top quark, mediated by four-fermion operators. We compile
constraints on a complete set of SU(3)×U(1)-invariant operators, arising from their loop contributions to rare decays
and from HERA’s single top search. The bounds on e-µ flavour change are more restrictive than ℓ-τ ; nonetheless
the top could decay to a jet +eµ̄ with a branching ratio of order 10−3. We estimate that the currently available
LHC data (20 fb−1 at 8 TeV) could be sensitive to BR(t → eµ̄+ jet) ∼ 6× 10−5, and extrapolate that 100 fb−1 at
13 TeV could reach a sensitivity of ∼ 1× 10−5.

1 Introduction

Lepton Flavour Violation(LFV) [1], meaning local interactions that change the flavour of charged leptons, should
occur because neutrinos have mass and mix. This motivates sensitive searches for processes such as µ → eγ [2]
and µ−e conversion [3]. However, the model responsible for neutrino masses is unknown, so it is interesting to
parametrise LFV with contact interactions, and to look for it everywhere. In this context, the LHC could have the
best sensitivity to LFV processes involving a heavy leg, such as the Z [4–6], the Higgs [6–9], or a top [10]. In this
paper, we study the LFV top decays t → qe±µ∓, where q ∈ {u, c}.

We suppose that these decays are mediated by a four-fermion interaction, and outline in Section 2 the current
bounds on LFV branching ratios of the top. The bounds arise from rare decays and HERA’s single top search, and
are discussed in more detail in the Appendices. We find that, while these bounds place strong constraints on some
specific Lorentz structures for the 4-fermion interactions, they still allow for t → qe±µ∓ decays with rates within
the LHC reach. In Section 3, we estimate the LHC sensitivity to t → qe±µ∓, with 20 fb−1 of LHC data at 8 TeV.
This estimate relies on simulations of the background and signal, and is inspired by the CMS search for t → Zq [11].
The extrapolation to higher energies and luminosities is discussed in Section 4.

Quark-flavour-changing top decays, such as t → cZ and t → hc, have been studied in the context of explicit
models [9, 12, 13] or described by contact interaction parametrisations [14], and have been searched for at the
LHC [11, 15–17]. Quark-flavour-changing (but lepton-flavour-conserving) three-body decays of the top, t → cf f̄ ,
where f is a lepton or quark, have also been calculated in explicit models [18]. Top interactions that change quark
and lepton flavour, and, in addition, baryon and lepton number, have been explored in [19] and searched for by
CMS [20]. In models with weak-scale neutrinos N [21], there can be lepton number- and flavour-changingW decays:
W− → Nℓ → qq̄′ℓ′ℓ, which could appear in the final state of top decays. In the presence of this decay, tt̄ production
could give a final state with three leptons, missing energy and jets, as in the decay we study (see Figure 2). However,
a different combination of leptons and jets should reconstruct to the top mass. Finally, Fernandez, Pagliarone,
Ramirez-Zavaleta and Toscano [10] studied almost the same process as us, t → qτ±µ∓, but mediated by a (pseudo)-
scalar boson. They obtain separately the low-energy bounds on the quark-and lepton-flavour-changing couplings of
their boson, and obtain that LFV top branching ratios can be ∼ 10−5 if the boson mass is <∼ 2mW .
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than the top quark) can contribute to effective four-fermion interactions in Eq. (52) where the relevant LQ contributions
can be read from Table 4. Their implications for top quark phenomenology have been studied recently in Ref. [242]. As
reviewed in Section 3 most stringent existing constraints on such LQ couplings can actually be derived from low-energy
phenomenology. In particular LFV raremeson and charged lepton decays receive relevant contributions from LQ interactions
with top quark at the one-loop or even two-loop level.

In top quark phenomenology, indirect LQ effects can be probed using both top quark decays and production. In particular,
tree-level LQ contributions can induce LFV three-body decays of top quarks, which can be searched for using the large
top quark data sets at high energy hadron (or future lepton) colliders. Alternatively, indirect effects of LQ’s coupling
simultaneously to top quarks, electrons and light quarks can be searched for in ep colliders (see also Section 5.5). We review
both directions in the following subsections. On the other hand, LQ contributions to radiative top quark decays and single
top quark production at hadron colliders are necessarily loop suppressed and thus offer limited sensitivity to the relevant LQ
couplings. Especially since they have to compete against sizable CKM allowed SM contributions to the two-body dominated
top quark decay width and hadronic single top production, respectively.

4.1.1. Lepton flavor violating top quark decays
The large top quark event samples produced at high energy hadron colliders in principle allow to probe very rare top

quark decay modes. The dominant tree-level effects of LQ’s to the rare LFV top decays t ! `+

i `�

j uk can be summarized as
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kt;ijĥ
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where we have neglected all fermionic masses except of the top quark and introduced ĥX
kl;ij ⌘ 8hXX

kl;ij and ĝX
kl;ij ⌘ gXX

kl;ij +4hXX
kl;ij.

Currently no dedicated searches exist for such signatures, but a recent sensitivity study [242] drawing comparisons with a
search for related rare top quark decays t ! qZ [243] estimates the sensitivity of

B(t ! qµ±e⌥) < 6.3(1.2) ⇥ 10�5 @ 95% C.L., (84)
with 20 fb�1 of 8 TeV (100 fb�1 of 13 TeV) LHC data, corresponding to a final sensitivity of 13 TeV LHC run to |cXYqt;eµ|, |cXYqt;µe| <

0.06 and |ĥX
qt;eµ|, |ĥX

qt;µe|, |ĝ
X
qt;eµ|, |ĝX

qt;µe| < 0.1.

4.1.2. Single top production at ep colliders
The HERA electron–proton collider at DESY had performed searches for single top quarks in the final state. It collided

protons with positrons (or electrons) at a center of mass energy of 319 GeV. The H1 Collaboration at HERA actually observed
a feweventswith energetic isolated leptons andmissing energy, consistentwith e±p ! te±+X followed by a leptonic decay
of the top quark [244,245]. However, this signal was not confirmed by the ZEUS experiment [246], and neither Collaboration
had a signal consistent with hadronic top decays. Both Collaborations thus set bounds on � (e±p ! e±tX). In particular H1
obtained a somewhat weaker bound due to their observed excess

� (e±p ! e±t + X) < 0.3 pb@95%C.L. (85)
LQ interactions with the flavor structure(ē`)(ūt) and ( ¯̀e)(ūt) could respectively mediate e�p ! `�tX and e+p ! `+tX ,
where ` = e, µ, ⌧ . In particular, the relevant e±u ! `±t partonic production cross-section can be written as
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where rt/ŝ ⌘ m2
t /ŝ and ŝ is the partonic invariant mass squared. After integrating over the relevant parton luminosities and

accounting for experimental efficiency and acceptance effects of the H1 analysis [244,245], some approximate estimates of
the resulting bounds on the effective LFV four-fermion interactions involving the top quark have been derived in [242], in
particular |cXXut;eµ| . 0.22, |cX 6=Y

ut;eµ| . 0.33, |ĥXY
ut;eµ|, |ĝX

ut;eµ| . 0.66.

4.2. Leptoquarks and precision electroweak measurements

4.2.1. Atomic parity violation
Stringent constraints on LQ couplings to the first generation fermions can be derived from atomic parity violation

(APV) measurements in 133Cs (see for example [247]). The relevant LQ contribution occurs at the tree level and can be
parameterized as

LPV =
GF
p
2

X

q=u,d

ē� µ� 5e (�C1uū�µu + �C1dd̄�µd), (87)
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LQ interactions with the flavor structure(ē`)(ūt) and ( ¯̀e)(ūt) could respectively mediate e�p ! `�tX and e+p ! `+tX ,
where ` = e, µ, ⌧ . In particular, the relevant e±u ! `±t partonic production cross-section can be written as

�̂ (e±u ! `±t) =
(1 � rt/ŝ)2
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ut;e`|

2
⌘ ⇣

1 +
rt/ŝ
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ATLAS CONF Note

ATLAS-CONF-2018-044
13th September 2018

Search for charged lepton-flavour violation in
top-quark decays at the LHC with the ATLAS

detector

The ATLAS Collaboration

A direct search for charged lepton-flavour violation in top-quark decays is presented. The data
analysed correspond to 79.8 fb�1 of proton–proton collisions at a centre-of-mass energy of
p

s = 13 TeV delivered by the LHC. The process studied is the production of top-quark pairs,
where one top quark decays into a pair of opposite-sign di�erent-flavour charged leptons and
an up-type quark, while the other decays semileptonically according to the Standard Model.
The signature of the signal is thus characterised by the presence of three charged leptons, a
light jet and a b-jet. A multivariate discriminant is deployed and its distribution used as input
to extract the signal strength. In the absence of a signal, an upper limit on the branching ratio
of B(t ! ``0q) < 1.86 ⇥ 10�5 is set at the 95% confidence level.

© 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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Search	for	t→	ℓℓ’q	
•t→	ℓℓ’q	mediated	by	BSM	particle	
•No	unexpected	particle	observed	at	the	LHC	
•Heavy	new	physics	can	be	probed	indirectly	
•Remember	the	weak	theory	without	the	W	boson:

�L = �4GFp
2
(ū�↵PLd)(µ̄�↵PL⌫)

GF ⇠ 1

M2
W

t

ℓ’-	

ℓ+	

u,	c

LQ

Model	independent	
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Signal	process

How	to	generate	events:	
•FeynRules		
•Madgraph5_aMC@NLO	
•Pythia8	+	EvtGen		
•Geant4	

L = L
(4)
SM +

1

⇤2

X

k

C(6)
k O

(6)
k

2 Theoretical framework

The t ! `±`
0
⌥q decay can be described by an e�ective field theory (EFT) of the leptoquark interactions [4].

In short, leptoquarks are hypothetical vector and/or scalar bosons capable of coupling to both, quarks and
leptons with an estimated mass above 1 TeV. To provide some insight on how the EFT is formulated let
us consider a scalar leptoquark S0 with interactions �etS0ēRtc and �µcS0 µ̄Rcc. Following Ref. [4], such
an interaction generates (after Fierz rearrangement) the dimension-six contact interaction

�⇤et�µc

2m2
LQ

(µ̄�↵PRe)(c̄�↵PRt), (1)

which we conveniently rewrite

�✏µectRR

4GF
p

2
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4GF
p

2
O

AV
RR µect, (2)

where GF is the Fermi constant. The value of the couplings ✏ is not predicted by the theory, but if we
assume the leptoquark to be heavy (mLQ & 1 TeV) and the coupling to be small (� . 1) then we expect
✏µectRR . 0.02. This estimate can be applied to any ✏ i jqt with i, j 2 {e, µ} and q 2 {u, c}, where each index
permutation corresponds to the coupling of a di�erent operator. For example t ! e�µ+q and t ! µ�e+q
are mediated by di�erent operators and thus experimental bounds can only apply to |✏µect |2 + |✏eµct |2.
The operator of Equation (2) was taken as an example: a complete SU(3)⇥U(1) invariant base of colour-
singlet and electric charge-conserving “top operators” contributes to the CLFV decay. The elements of this
base are listed in Equation (3), where they are classified according to their Lorentz structure. Axial-vector
operators are labelled AV , scalar or pseudo-scalar SP or LQ, when they contract quark to lepton spinors.
The notation ei = {e, µ, ⌧} and uq = {u, c} is used.

O
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O
AV
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O
AV
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O
S�P
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5

Signal	process:	
pp	→	tt	̄→	(ℓℓ’q)	(W(ℓν))		with	ℓ	=	e,	μ,	τ	
Br	(t	→	eμq)	≲	3.7	×	10-3					

Final	state	probed:	
=	3ℓ	with	ℓ	=	(e,	μ),	≥	2	jets,	1	b-jet,	ETmiss
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Regions	definition
Event	selection	
=3	light	leptons,		
Z-veto	(20	GeV	wide),	mℓℓOS	>	15	GeV	
≥	2	jets,	≤1	b-jet,	
∑	lep.	charges	=	±	1.

Signal	Region	
Ne	≥	1	&	Nμ	≥	1

VR-e	
Ne	=	3

VR-μ		
Nμ		=	3	

Major	non-prompt	lepton	background	in	all	regions.
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Non	prompt	lepton	backgroundNon-prompt lepton rejection with b-tagging

• Analyses with same-sign dilepton and multilepton final states at ATLAS su↵er

from non-prompt backgrounds, predominantly from tt

• These non-prompt leptons appear prompt due to being isolated and having

small impact parameter

Rhys Roberts (UoM) New method to reject non-prompt leptons at ATLAS April 10-12, 2017 2/13

L
0
= √(d

0

2

 
+

 
z

0

2)
PV  

e, μ  e, μ  

PV  

Iso cone

Iso cone

Low p
T
 tracks

High p
T
 tracks

Lepton track

Prompt Non-Prompt

Track jet axis

Non-prompt	lepton	origin:	
•hadron	decays	(mostly	c-	and	b-hadrons)	
•γ-conversion	in	the	detector	material

Background	suppression?	
•by	isolation	requirements	at	track	or	calorimeter	level	
•…but	“tight	isolation”	already	applied

Vertical sums!

! Horizontal sums

! !

!

!

Electromagnetic
isolation ring

Hadronic inner core
and isolation ring

Electromagnetic
calorimeter

Hadronic
calorimeter

Trigger towers ("# × "$ = 0.1 × 0.1)

Local maximum/
Region-of-interest

Figure 2: Schematic view of the trigger towers used as input to the L1Calo trigger algorithms.

for the increased trigger rates at the beginning of a bunch train caused by the interplay of in-time and
out-of-time pile-up coupled with the LAr pulse shape [22], and linearises the L1 trigger rate as a function
of the instantaneous luminosity, as shown in Figure 3 for the L1 Emiss

T trigger. The autocorrelation FIR
filters substantially improve the bunch-crossing identification (BCID) e�ciencies, in particular for low
energy deposits. However, the use of this new filtering scheme initially led to an early trigger signal (and
incomplete events) for a small fraction of very high energy events. These events were saved into a stream
dedicated to mistimed events and treated separately in the relevant physics analyses. The source of the
problem was fixed in firmware by adapting the BCID decision logic for saturated pulses and was deployed
at the start of the 2016 data-taking period.

The preprocessor outputs are then transmitted to both the Cluster Processor (CP) and Jet/Energy-sum
Processor (JEP) subsystems in parallel. The CP subsystem identifies electron/photon and tau lepton
candidates with ET above a programmable threshold and satisfying, if required, certain isolation criteria.
The JEP receives jet trigger elements, which are 0.2 ⇥ 0.2 sums in ⌘ ⇥ �, and uses these to identify jets
and to produce global sums of scalar and missing transverse momentum. Both the CP and JEP firmware
were upgraded to allow an increase of the data transmission rate over the custom-made backplanes from
40 Mbps to 160 Mbps, allowing the transmission of up to four jet or five EM/tau trigger objects per
module. A trigger object contains the ET sum, ⌘� � coordinates, and isolation thresholds where relevant.
While the JEP firmware changes were only minor, substantial extra selectivity was added to the CP by
implementing energy-dependent L1 electromagnetic isolation criteria instead of fixed threshold cuts. This
feature was added to the trigger menu (defined in Section 4) at the beginning of Run 2. In 2015 it was
used to e↵ectively select events with specific signatures, e.g. EM isolation was required for taus but not
for electrons.

Finally, new extended cluster merger modules (CMX) were developed to replace the L1Calo merger
modules (CMMs) used during Run 1. The new CMX modules transmit the location and the energy of
identified trigger objects to the new L1Topo modules instead of only the threshold multiplicities as done
by the CMMs. This transmission happens with a bandwidth of 6.4 Gbps per channel, while the total output
bandwidth amounts to above 2 Tbps. Moreover, for most L1 triggers, twice as many trigger selections

7

Modelling	
•background	dependent	on	details	of	particles’	interaction	
•MC	simulation	not	completely	reliable	
•data	driven	estimate	preferable		
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The	matrix	method

ATLAS DRAFT

5 Event selection and reconstruction220

Only events having a primary vertex as defined above, and selected by a single-electron or single-muon221

trigger are accepted. Multiple triggers are used: the lowest-threshold triggers utilise isolation requirements222

to reduce the trigger rate, and have pT thresholds of 20 GeV for muons and 24 GeV for electrons in 2015223

data, or 26 GeV for both lepton types in 2016 and 2017 data. These triggers are complemented by others224

with higher pT thresholds and no isolation requirements, in order to increase event acceptance.225

In order to be considered, events have to contain exactly three tight leptons, and at least two jets, of which226

at most one b-tagged jet. The leading lepton pT is required to be larger than 27 GeV and at least one lepton227

with pT larger than the trigger threshold has to be matched to a trigger. To suppress background from Z228

bosons and hadrons that decay to leptons, events containing an opposite-sign same-flavour (OSSF) lepton229

pair with an invariant mass within 10 GeV of the Z mass (91.2 GeV) or below 15 GeV, are removed.230

In the signal region events are selected where at least one electron and one muon are present, and in231

which the sum of leptons charges is ±1. In the kinematic reconstruction the cLFV top candidate is built232

from the combination of the jet and opposite-sign di�erent-flavour lepton pair whose invariant mass is233

closest to the top-quark mass. The jet with the highest b-tagging probability is excluded from the cLFV234

top reconstruction, as the jet from the cLFV top decay is not expected to originate from a b-quark. The235

remaining lepton, the previously excluded jet and the missing transverse momentum are combined to236

form the SM-decaying top-quark candidate of the pair. The leading background is tt̄ with an extra non-237

prompt/fake lepton (henceforth referred to as “non-prompt lepton”), which, together with Z + jets make238

roughly 60% of the total background. W Z and Z Z production, in final states with three and four leptons239

respectively, constitute the largest prompt-lepton background (roughly 25% of the total background).240

Other relevant prompt background are, in order, tt̄Z , tt̄W and tt̄H.241

The non-prompt lepton background is estimated with a data-driven approach, being its occurrence sensitive242

to the details in the particles’ interactions with the detector material.243

6 Non-prompt lepton estimation and validation regions244

The non-prompt lepton background is modelled with a data-driven technique, the matrix method [55].245

The technique is based on a linear relation established between the unknown prompt or non-prompt nature246

of the leptons and their observed isolation and identification quality. Using the loose lepton definition as247

baseline, the identification and isolation quality for a given lepton can take two exclusive values: tight or248

not-tight. The terms loose and tight refer to the lepton definitions introduced in Section 4. The matrix249

method is expressed analytically in Equation (3). Only the second and third leading leptons are considered250

as, according to simulation, the leading lepton has a much lower probability to be non-prompt. For251

example, the fraction of simulated tt̄ events in the signal region in which the leading lepton is non-prompt252

is less than 5%.253
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26th August 2018 – 17:56 10

Number	of	events	
with	1	tight	leptons	
and	1	not-tight

Number	of	events	with	
2	tight	leptons,	one	

prompt	one	n.p.

r	(f)	=	matrix	method	efficiencies,		
	probability	of	a	loose	prompt	(n.p.)	lepton	of	being	tight

variable	X variable	X

Data	
loose	leptons

N(data,	loose)

N(n.p.,	tight)

Non-prompt	background	in	SR

×	event	weight	

How?

Goal:

Lepton	jargon:	
tight	=	isolated	

loose	=	no	isolation	req.

NF = NRF +NFR +NFF

Inverting	the	matrix	for	each	event	→	event	weight

Inverting	the	matrix:
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The	MM	efficiencies

�26

Electron	charge	flip	(CF)	cont.	
via	reweighing	of	OS	events

r = NT
NL

Prompt	lepton	contamination,		
estimated	from	simulation

•Opposite-Sign,	“prompt	enriched”	

•Same-Sign,	“n.p.	enriched”

f =
NT �NCF

T �NMCprompt
T

NL �NCF
L �NMCprompt

L

•2ℓ	regions,		tag&probe	
probe	=	trailing	lepton
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DRAFT

Our likelihood function is then391

L =
÷
i j

((✏i + ✏j)Ni j)N
ss
i j

Nss

i j

e(✏i+✏ j )Ni j (14)

where the indices i and j run over the global ⌘ and pT bin number. Maximising the likelihood the charge392

flip rates of Figure 21 are obtained. The accuracy of the charge flip rates is verified by a closure test: the
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(a) Charge flip rates for nominal electrons
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(b) Charge flip rates for loose electrons

Figure 21: Charge flip rates.
393

reweighing of the OS events in the Z peak should reproduce the SS Z peak. The closure test proves to be394

successful as can be seen in Figure 22.
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Figure 22: Charge flip rates closure test
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(a) Charge flip rates for nominal electrons
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Figure 34: Charge flip rates.

lower side-band (GeV) mass window (GeV) upper side-band (GeV)
up variation [70, 80] [80, 100] [100, 110]
nominal [60,75] [75, 105] [105, 120]
down variation [50,70] [70, 110] [110, 130]

Table 28: Charge flip Z-window and side-bands variations.
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Figure 35: Charge flip rates closure test. The blue area accounts for the same-sign dilepton invariant mass as in
data. The red area represents the charge flip estimate obtained by reweighting the opposite-sign events. It worth
remarking that in panel (b) the continuous background observed in data is not due to charge flip and therefore it is
not predicted by the estimation.
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•Z-boson	peak	in	SS	and	OS	di-electron	invariant	mass

1

Determination of the charge flip rate through the decay of Z bosons in
electron pairs at the ATLAS experiment

M.Bianco1 2 , E.Gorini1,2, A.Mirto2, M.Primavera1, A.Ventura1,2 and the ATLAS Collaboration [1]
1Istituto Nazionale di Fisica Nucleare, sezione di Lecce, Italy

2Dipartimento di Fisica, Università del Salento, Italy

1. Introduction

Supersimmetry is a promising candidate to de-
scribe the physics beyond the Standard Model,
and one of the possible search channel which
are exploited at the ATLAS experiment [2] at
the LHC include the presence of high momen-
tum same sign leptons [3,4] with equal or di↵erent
flavour (at this stage we consider only electrons
and muons). In fact this kind of topology char-
acterize only the new physics while requiring also
large lepton momentum and large missing trans-
verse energy.

The main background to this SUSY search
channel is the production of jets (QCD) which
have a huge cross-section: the presence of one or
two fake leptons coming from jet misidentifica-
tion (QCD) can give rise to same sign dileptons
events.

Another important background, from the point
of view of the cross-section, is represented from tt̄
quark production, but this process gives mainly
opposite sign leptons because both the selected
high momentum leptons are the decay products of
the W boson and cannot come from the b mesons
which produces lower momenta particles.

The second most important background to
this SUSY search results then to be the case of
semileptonic tt̄ production and decay with an ad-
ditional process which ”flip” the charge of one
of the produced leptons. In this case both W
bosons produced from the tt̄ decay semileptoni-
cally, and one of the two leptons can undergo a
hard bremsstrahlung process, with the most en-
ergetic lepton having a charge di↵erent from the
original one. The hard bremsstrahlung is a pro-
cess where an electron emits a photon in external
(and internal, since the two are not distinguish-
able) bremsstrahlung traversing the material in
the tracking volume and the photon later con-
verts into an e+e� pair: at the end one detects
three tracks coming from the electron, forming a
”trident” pattern. Since the charge flip rate for
muons is negligible the dilepton tt̄ background is
significant only for the e±e± and e±µ± channels.

Figure 1. An electron hard bremsstrahlung: the two
soft electrons are lost in the detector and the resulting
process is an apparent charge flipping.

In the hard bremsstrahlung case, for instance,

e�hard ! e�soft + �hard ! e�soft + e�soft + e+
hard

the reconstructed positron contains most of the
energy of the original electron but with opposite
charge, therefore it produces an apparent charge
flipping. In Fig. 1 this charge flipping process
is depicted. These kind of events are also called
”trident” because in the final state one would ob-
serve three electrons all or them are detectable.

2. Analysis

Studying the probability of this process is then
important to estimate tt̄ background. Unfortu-
nately the final amount of this kind of events is
quite sparse (of the order of unity) and then a
detailed study, even on Montecarlo would require
a huge statistics. A better way to obtain a con-
sistent statistics and a clear sample is to use the
decay of Z bosons in pair of opposite sign elec-
trons. The charge flipping phenomenon is evident
while plotting the invariant mass of same sign di-
electrons where one observe a peak in the Z mass
region (Fig. 2) which can be justified only with
this kind of process.

From the amount of same sign dielectrons
falling in the Z mass region one can have a first es-
timate of the flip charge rate probability ↵, which
is measured to be about 1%. This is an averaged
value of the probability of this process which, be-
ing dependent on the amount of traversed mate-
rial could be di↵erent for the Z boson decay in
electrons and the tt̄ decay because of the possi-
ble di↵erent kinematical distribution of these pro-
cesses. So it is important to measure this quantity
in a di↵erential way to observe if these di↵erences

The	charge	flip	rates
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The	matrix	method	application

ATLAS DRAFT

5 Event selection and reconstruction220

Only events having a primary vertex as defined above, and selected by a single-electron or single-muon221

trigger are accepted. Multiple triggers are used: the lowest-threshold triggers utilise isolation requirements222

to reduce the trigger rate, and have pT thresholds of 20 GeV for muons and 24 GeV for electrons in 2015223

data, or 26 GeV for both lepton types in 2016 and 2017 data. These triggers are complemented by others224

with higher pT thresholds and no isolation requirements, in order to increase event acceptance.225

In order to be considered, events have to contain exactly three tight leptons, and at least two jets, of which226

at most one b-tagged jet. The leading lepton pT is required to be larger than 27 GeV and at least one lepton227

with pT larger than the trigger threshold has to be matched to a trigger. To suppress background from Z228

bosons and hadrons that decay to leptons, events containing an opposite-sign same-flavour (OSSF) lepton229

pair with an invariant mass within 10 GeV of the Z mass (91.2 GeV) or below 15 GeV, are removed.230

In the signal region events are selected where at least one electron and one muon are present, and in231

which the sum of leptons charges is ±1. In the kinematic reconstruction the cLFV top candidate is built232

from the combination of the jet and opposite-sign di�erent-flavour lepton pair whose invariant mass is233

closest to the top-quark mass. The jet with the highest b-tagging probability is excluded from the cLFV234

top reconstruction, as the jet from the cLFV top decay is not expected to originate from a b-quark. The235

remaining lepton, the previously excluded jet and the missing transverse momentum are combined to236

form the SM-decaying top-quark candidate of the pair. The leading background is tt̄ with an extra non-237

prompt/fake lepton (henceforth referred to as “non-prompt lepton”), which, together with Z + jets make238

roughly 60% of the total background. W Z and Z Z production, in final states with three and four leptons239

respectively, constitute the largest prompt-lepton background (roughly 25% of the total background).240

Other relevant prompt background are, in order, tt̄Z , tt̄W and tt̄H.241

The non-prompt lepton background is estimated with a data-driven approach, being its occurrence sensitive242

to the details in the particles’ interactions with the detector material.243

6 Non-prompt lepton estimation and validation regions244

The non-prompt lepton background is modelled with a data-driven technique, the matrix method [55].245

The technique is based on a linear relation established between the unknown prompt or non-prompt nature246

of the leptons and their observed isolation and identification quality. Using the loose lepton definition as247

baseline, the identification and isolation quality for a given lepton can take two exclusive values: tight or248

not-tight. The terms loose and tight refer to the lepton definitions introduced in Section 4. The matrix249

method is expressed analytically in Equation (3). Only the second and third leading leptons are considered250

as, according to simulation, the leading lepton has a much lower probability to be non-prompt. For251

example, the fraction of simulated tt̄ events in the signal region in which the leading lepton is non-prompt252

is less than 5%.253
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Complication:	
events	are	selected	by	trigger	requiring	isolation	
cannot	ask	for	three	loose	leptons!	

Solution:	
•consider	only	the	2nd	and	3rd	leading	leptons	
•…assumed	not	to	be	matched	to	a	trigger	requiring	isolation		(true	in	88%	of	tt	̄in	SR)

That’s	why	matrix	for	2ℓ	only	is	shown,	although	there	are	3	leptons!
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Modelling
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All	syst.	included	
Br(t→ℓℓ’q)	=	3	×	10-4	
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Kinematic	reconstruction

�30

•the	jet	with	highest	b-tagging	probability	assigned	to	SM	top	
•cLFV	top	=	OSDF	lepton	pair	+	jet	with	min(√s	-	mt)	
•SM	top	=	reserved	jet	+	remaining	lepton	+	neutrino
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MVA	discriminant
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8.13 Boosted Decision and Regression Trees 125

Figure 21: Schematic view of a decision tree. Starting from the root node, a sequence of binary splits using
the discriminating variables xi is applied to the data. Each split uses the variable that at this node gives the
best separation between signal and background when being cut on. The same variable may thus be used at
several nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree are labeled
“S” for signal and “B” for background depending on the majority of events that end up in the respective
nodes. For regression trees, the node splitting is performed on the variable that gives the maximum decrease
in the average squared error when attributing a constant value of the target variable as output of the node,
given by the average of the training events in the corresponding (leaf) node (see Sec. 8.13.3).

8.13.1 Booking options

The boosted decision (regression) treee (BDT) classifier is booked via the command:

factory->BookMethod( Types::kBDT, "BDT", "<options>" );

Code Example 60: Booking of the BDT classifier: the first argument is a predefined enumerator, the second
argument is a user-defined string identifier, and the third argument is the configuration options string.
Individual options are separated by a ’:’. See Sec. 3.1.5 for more information on the booking.

Several configuration options are available to customize the BDT classifier. They are summarized
in Option Tables 25 and 27 and described in more detail in Sec. 8.13.2.

7 Multivariate analysis

In the signal region, a multivariate discriminant, namely a boosted decision tree (BDT) [59], is trained
on simulated events using the set of thirteen variables listed in Table 2. No advantages in terms of
discrimination were found in training the BDT using the data-driven non-prompt lepton background.
The TMVA [59] implementation of the BDT is used. The BDT consists of one thousand trees with a
maximum depth of three. The boosting is performed according to the AdaBoost [60] algorithm. The
2-fold cross-validation technique is applied: the signal and background datasets are split into two sets and
two BDTs are defined. Then one BDT is trained on the first set and validated on the second, while opposite
is the case for the second BDT. The BDT discriminant is able to provide a signal/background separation
four times larger than the most discriminant variable. The separation is quantified analytically: given a
variable x and the corresponding normalised distributions S(x) and B(x) for the signal and background
respectively, the separation is proportional to the integral over x of (S(x) � B(x))2. The separation is zero
for identical signal and background shapes, and it is one for shapes with no overlap [59].

Table 2: Variables used in the multivariate analysis, sorted according to the method-specific ranking.

Variable Separation (%)

OSSF lepton pair invariant mass 11
cLFV top mass 10
pT of the electron associated to the cLFV decay 9.1
pT of the muon associated to the cLFV decay 8.5
pT of the lepton associated to the SM decay 8.3
Scalar mass of all jets and leptons in the event 7.6
Same-sign electron pair invariant mass 6.9
Missing transverse momentum 6.8
Number of b-jets 6.7
W transverse mass associated to the SM top lepton 6.6
�R between the cLFV electron and the cLFV light jet 6.5
SM top mass 6.4
�R between the cLFV muon and the cLFV light jet 6.3

BDT discriminant 44

Figure 2 shows the four variables with the best separation: the invariant mass of the OSSF lepton pair
(set to zero if no such pair is present in the event), the reconstructed mass of the cLFV top-quark, and the
transverse momenta of the electrons and muons associated to the cLFV top-quark decay. The non-prompt
lepton background is modelled with the data-driven technique. Good agreement is observed between data
and expectation.

11

BDT	trained	on	MC	
1000	trees,	tree	depth	3

13	input	variables
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All	syst.	included,	Br(t→ℓℓ’q)	=	3	×	10-4	
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Systematics

�32

∆norm components

non-closure 10	% N
stat.	unc.	efficiencies 8.1	% S+N
trigger	matching	assumption 6.5	% S+N
stat.	uncertainty 1.3	% S+N
variation	of	2ℓ-SS	regions 3.2	% S+N
prompt	containation	in	2ℓ-SS	
regions

2.6	% S+N
efficiencies	parametrisation	
variation

1	% S+N
charge	flip	contamination 0.3	% S+N

Total 15	%

•Non-prompt	background:

•Prompt	background	(MC)	
- cross	section	uncertainty,	
- μR,	μF		variations	(~15%	for	WZ,	ZZ),	
- VV	modelling	(35%	WZ,	33%	ZZ),		
- instrumental		(2.2%	variation	of	total	background).	

•Signal	sample	uncertainties	
- PDF	+	scale	variations	acceptance	(±4.3%),	
- instrumental
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Results
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Table 1: Background and data events expected in the signal region [4].

Non-prompt WZ ZZ tt̄V Other Expected Data
leptons prompt SM events

1190(180) 350(140) 140(52) 108(10) 76(10) 1860(230) 1857

BDT discriminant
0.6− 0.4− 0.2− 0 0.2 0.4 0.6

Da
ta

 / 
Pr

ed
. 

0.75
1

1.25

1.5

 

Ev
en

ts

1

10

210

310

410

510

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

Signal region
Pre-Fit

Data Non-prompt
WZ ZZ
Others Uncertainty
Signal -vetoτSignal 

Figure 1: BDT discriminant distribution, with the signal including and excluding ⌧

leptons (Signal ⌧ -veto) in the cLFV vertex overlaid. The signals are normalised to the
branching fraction B(t ! `

±
`
0⌥
q) = 3⇥10�4 and B(t ! eµq) = 1⇥10�4, respectively.

All sources of systematic uncertainty are included. Data (black points) are compared
to the sum of backgrounds in the upper panel, while the ratio is shown in the lower
panel [4].
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Br(t→ℓℓ’q)	=	3×10-4
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Upper	limits
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ATLAS DRAFT

The data is found to be compatible with the absence of the signal. A background-only fit has been378

performed on data and displayed in Figures 3 and 4 and in Table 3. The fit constrains the uncertainties379

on the background pulling slightly up the non-prompt background, decreasing the W Z yield by 20 % and380

increasing the Z Z yield by 20 %. The amount of data in the last two bins of the BDT distribution is381

slightly larger than the prediction (by a factor 1.2 – 1.4 prior to the background-only fit), well within the382

uncertainties (0.90� significance).383

Category Non-prompt W Z Z Z tt̄V Other Number of
leptons prompt SM events

Pre-fit 1190 ± 180 350 ± 140 140 ± 52 108 ± 10 76 ± 10 1861 ± 230
Post-fit 1220 ± 100 278 ± 86 170 ± 52 108 ± 10 78 ± 10 1854 ± 46

Data 1857

Table 3: Pre- and post-fit yields for the background-only fit in the signal region. The post-fit uncertainties account
for correlations among the nuisance parameters.

In the absence of signal a 95 % confidence level upper limit on the branching fraction B(t ! ``0q) is set,384

using the CLs method [69]. The expected limit on the cLFV decay branching ratio is385

B(t ! ``0q) < 1.36+0.61
�0.37 ⇥ 10�5

(expected).

The observed exclusion limit is386

B(t ! ``0q) < 1.86 ⇥ 10�5
(observed).

The upper limit is recomputed removing all generated signal events where a ⌧ lepton is present in the387

cLFV decay vertex. The potentially large contributions from EFT operators including ⌧ leptons is therefore388
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Upper	limit	for	t→ℓℓ’q:	

Upper	limit	for	t→eμq	(τ-veto	in	cLFV	vertex):	
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…to	be	compared	to	the	indirect	limit:	
Br(t→eμq)	<	3.7×10-3	.
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Summary

�35

•Four	cLFV	searches	by	ATLAS:	

‣ H→μτ			

‣ H→eτ	

‣ Heavy	resonances	
‣ first	direct	search	in	the	top	sector	

•Background	estimation	technique

…and	now?



/36[	C.	A.	Gottardo	|	Searches	for	cLFV	with	ATLAS	|	SLAC	experimental	seminar	|	27	Nov.	2018	]

Conclusions	-	the	big	picture

�36

Open	questions:	
•Nothing	up	to	the	Planck	scale?	
•Chasing	models	still	worth?	
•Where	to	look?	

Some	facts:	
•BSM	physics	exists	
•140	fb-1	data	sitting	there	
•“Nothing	beats	data”	(T.	Plehn,	TOP2018)		

Strategy:	
•Constrain	EFT	operators	to	bound	heavy	BSM	physics	
•Precision	measurements	for	weakly	coupled	BSM	physics		🧐

🙁

🙂
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BACKUP

�37
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Figure 2. Distributions of the mass reconstructed by the Missing Mass Calculator, mMMC
µτ , in SR1

(left) and SR2 (right). The background distributions are determined in a global fit. The signal
distribution corresponds to Br(H → µτ)=25%. The bottom panel of each sub-figure shows the ratio
of the observed data and the estimated background. The grey band for the ratio illustrates post-fit
systematic uncertainties on the background prediction. The statistical uncertainties for data and
background predictions are added in quadrature for the ratios. The last bin in each distribution
contains overflow events.

SR1 SR2

Signal 69.1± 0.8± 9.2 48.5± 0.8± 7.5

Z → ττ 133.4± 6.9± 9.1 262.6± 9.7± 18.6

W+jets 619± 54± 55 406± 42± 34

Top 39.5± 5.3± 4.7 19.6± 3.1± 3.3

Same-Sign events 335± 19± 47 238± 16± 34

V V + Z → µµ 90± 21± 16 81± 22± 17

H → ττ 6.82± 0.21± 0.97 13.7± 0.3± 1.9

Total background 1224± 62± 63 1021± 51± 49

Data 1217 1075

Table 2. Data yields, signal and post-fit OS-SS background predictions (see eq. (4.1)) for the
110GeV< mMMC

µτ <150GeV region. The signal predictions are given for Br(H → µτ)=0.77%.
The background predictions are obtained from the combined fit to SR1, SR2, WCR and TCR. The
post-fit values of systematic uncertainties are provided for the background predictions. For the total
background, all correlations between various sources of systematic uncertainties and backgrounds
are taken into account. The quoted uncertainties represent the statistical (first) and systematic
(second) uncertainties, respectively.

– 9 –

2.2σ	local	significance	
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CMS	√s	=	13	TeV,	35.9	fb-1,	BDT	for	μτ			
‣ Br(h→	μτ)	<	0.25%	(0.25%)	
‣ Br(h→	eτ)	<	0.61%	(0.37%)

�39

CMS	results

1712.07173

CMS	√s	=	8	TeV,	19.7	fb-1	

‣ Br(h→	μτ)	<	1.51%	
Expected	0.75	±	0.38%		
Significance	+2.4σ	

ATLAS	√s	=	8	TeV,	20	fb-1	

‣ Br(H→μτ)	<	1.43	%	
‣ Br(H→eτ)	<	1.04	%

1502.07400
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H→ℓτlep

Eur. Phys. J. C (2017) 77 :70 Page 11 of 31 70

Sect. 5.4, the parameter f
(
pℓ2

T

)
is determined in three pℓ2

T
bins, 12–20, 20–30, and > 30 GeV.

5.3 Systematic uncertainties

Using the eµ asymmetry technique, the only systematic
uncertainty associated with the background prediction is due
to the non-prompt background modelling. This uncertainty
has two components: the first one is the limited number of tag-
and-probe events used to extract the prompt and non-prompt
efficiencies; the second one is the difference in kinemat-
ics, and therefore in sources of non-prompt leptons, between
the events used to extract the non-prompt efficiency and the
events in the signal regions. This second component is eval-
uated by measuring the non-prompt efficiencies in subsets of
the nominal tag-and-probe sample. The subsets are obtained
by applying, one at a time, the kinematic requirements of the
signal regions. The ensuing uncertainties in the estimated
number of non-prompt events can be as large as 10–50% for
the non-prompt efficiency and 3% for the prompt efficiency,
depending on the signal region.

Uncertainties related to the signal prediction are the same
ones described in Sect. 4.3 with one minor difference in the
uncertainty in the signal cross section due to higher-order
QCD corrections. This uncertainty is split into two anticorre-
lated components: ± 12% in SRwithJets and ± 20% in SRnoJets.

5.4 The statistical model

Assuming that the SM background is completely symmetric
when exchanging e ↔ µ , the likelihood function for the
collinear mass distribution of the eµ and µe samples can be
written as:

L(bi , µ) =
Nmcoll∏

i

Pois(ni | bi ) × Pois(mi | bi + µsi ), (3)

where ni (mi ) is the number of eµ (µe) events in the i-th of
the Nmcoll mcoll bins. The number of background events in the
i-th mcoll bin is indicated by bi , and si is the number of H →
µτ events in the i-th mass bin. The number of signal events∑

i si is normalised to a branching ratio Br(H → µτ ) = 1%,
multiplied by a signal strengthµ. The likelihood for themcoll
distributions with a H → eτ signal can be defined in a similar
way. The contributions due to non-prompt leptons add to the
eµ and µe terms and they are denoted by N np

i and Mnp
i ,

along with their uncertainties, σNnp
i

and σMnp
i

. The numbers

of non-prompt events in each bin, N np
i and Mnp

i , are treated
as Gaussian nuisance parameters.

The f
(
pℓ2

T

)
correction, described in Sect. 5.2, is imple-

mented by performing the fit separately in N
p

ℓ2
T

= 3 pℓ2
T

bins, labelled with the index j . The corrective scale factor
A j , corresponding to the f

(
pℓ2

T

)
value in the mcoll bin i and

pℓ2
T bin j , multiplies the eµ yield bi j . These scale factors

are treated in the statistical model as unconstrained nuisance
parameters.

Adding up the symmetric contribution (bi j ), the non-

prompt contributions (N np
i j and Mnp

i j ), the f
(
pℓ2

T

)
correc-

tion, and the signal contribution (si j ), the likelihood is written
as:

L(µ,bi j ,n
np
i j ,m

np
i j ) =

Nmcoll∏

i

N
p
ℓ2
T∏

j

Pois(ni j | A jbi j + nnp
i j )

×Pois(mi j | bi j + mnp
i j + µsi j )

×Gaus(nnp
i j |N

np
i j , σNnp

i j
)

×Gaus(mnp
i j |M

np
i j , σMnp

i j
). (4)

5.5 Background model validation

The symmetry-based method is validated with simulation
and with data. The validation with simulated samples is per-
formed by comparing the signal strength measured in the
SR with background samples, and with signal samples cor-
responding to several non-zero LFV branching ratios. The
validation with data is performed in a validation region (VR)
defined as SRnoJets, but with at least one angular requirement
reversed, $φ(ℓ1, ℓ2) or $φ(ℓ1, Emiss

T ).
The validation procedure consists of comparing the data,

or the sum of the simulated background samples, to the total
background estimated from the statistical model. The com-
parison is done for the eµ sample and the µe one. With the
simulated samples, it is also verified that the symmetric back-
ground and the f

(
pℓ2

T

)
do not depend on the presence of an

LFV signal.
Generated pseudo-experiments are used to confirm that

the statistical model is unbiased. No significant discrepancy
was found between the injected signal strength and its fitted
value up to LFV branching ratios of 10%.

5.6 Results of the search for LFV H → eτ/µτ decays in
the τlep channel

Figure 4 compares the observed data to the yields expected
from the symmetry-based statistical model. The compari-
son, combining the different pℓ2

T bins, shows the symmetric
component of the background (bi j ) as a dashed line, and the
total background estimation including the contribution from
events containing misidentified and non-prompt leptons as a
full line. As can be seen, the background estimation is in good
agreement with the data over the full mass range. Table 5 sum-

123
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•The	four	most	discriminating	
variables	are	shown.	

•Not	all	syst.	included!	
•The	signal	is	normalised	to	
Br(t→ℓℓ’q)	=	3×10-4	

Signal	reconstruction	and	discrimination
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B-only	fit

BDT discriminant
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Quantum	black	hole

parton parton

QBH

•QBH	forms	if	partons	satisfy	the	hoop	conjecture	

•Color,	charge,	angular	momentum	conserved	
•Small	number	of	final	state	particles	(=2	most	probable)	
•Gravity	coupling	equally	to	all	quarks,	leptons	and	gauge	bosons	(?)
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Quantum hoop conjecture: Black hole formation by particle collisions

Roberto Casadio,1, 2, ∗ Octavian Micu,3, † and Fabio Scardigli4, 5, ‡
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We address the issue of (quantum) black hole formation by particle collision in quantum physics.
We start by constructing the horizon wave-function for quantum mechanical states representing two
highly boosted non-interacting particles that collide in flat one-dimensional space. From this wave-
function, we then derive a probability that the system becomes a black hole as a function of the
initial momenta and spatial separation between the particles. This probability allows us to extend
the hoop conjecture to quantum mechanics and estimate corrections to its classical counterpart.

PACS numbers: 04.70.Dy,04.70.-s,04.60.-m

INTRODUCTION

The general relativistic (GR) description of the gravi-
tational collapse, leading to the formation of black holes
(BHs), was first investigated in the seminal papers of
Oppenheimer and co-workers [1], but a thorough un-
derstanding of the physics of such processes still stands
as one of the most challenging issues for contemporary
theoretical physics. The literature on the subject has
grown immensely (see, e.g. Ref. [2]), but many techni-
cal and conceptual difficulties remain unsolved, partic-
ularly if one tries to account for the quantum mechan-
ical (QM) nature of collapsing matter. What is unani-
mously accepted is that the gravitational interaction be-
comes important whenever a large enough amount of
matter is “compacted” within a sufficiently small volume.
K. Thorne formulated this idea in the hoop conjecture [3],
which states that a BH forms if two colliding objects fall
within their “black disk”. Assuming the final configu-
ration is (approximately) spherically symmetric, this oc-
curs when the system occupies a sphere whose radius r
is smaller than the gravitational Schwarzschild radius,

r ! RH ≡ 2 ℓp
E

mp
, (1)

where E is the total energy in the centre-of-mass frame
(see next Section for more details). Note that we use
units with c = 1, the Newton constant GN = ℓp/mp,
where ℓp and mp are the Planck length and mass, re-
spectively, and ! = ℓp mp

1.
The hoop conjecture applies to astrophysical bodies,

whose energy is orders of magnitude above the scale of
quantum gravity, and can therefore be reasonably de-
scribed by classical GR [2–5]. One of the most important

1 These units make it apparent that GN converts mass into length,
thus providing a natural link between energy and positions.

questions which then arises is what happens when the to-
tal energy of the colliding particles is of the Planck size
or less [6]. Just to give this question a precise meaning is
a conceptual challenge, because QM effects may hardly
be neglected [7], and the very notion of horizon becomes
“fuzzy”. In fact, it was recently proposed in Refs. [8] to
define a wave-function for the horizon, which can be as-
sociated with any localised QM particle. The auxiliary
wave-function yields the probability of finding a horizon
of a certain radius centred around the source, and one
can therefore determine the probability that a QM par-
ticle is a BH depending on its mass. This probability is
found to vanish very fast for particles lighter than the
Planck mass, as one expects from qualitative arguments.

We remark that a realistic description of quantum
(with E ≃ mp) [9] or classical (E ≫ mp) BHs very
likely requires the knowledge of their microscopic struc-
ture [10]. We however do not consider such important
details here, and just address the conceptual problem of
developing a framework which can be used to study the
formation of horizons in systems containing QM sources.
Of course, a more canonical framework already exists, in
principle, and is given by quantum field theory on curved
backgrounds coupled to the semiclassical Einstein equa-
tions [11]. Thereby, one should be able to describe quan-
tum matter states on a sufficiently arbitrary space-time,
which is to be determined self-consistently by solving the
Einstein equations with the corresponding renormalised
matter energy-momentum tensor. Since obtaining the
normal modes and building the matter Fock space is in
general impossible, this procedure has failed to provide
practical estimates so far 2.

In this work, after reviewing the case of a single spher-
ically symmetric particle, we shall consider two-particle

2 Computing the back-reaction of Hawking radiation on a BH
space-time is the typical example of such failures.

mp,	ℓp	=	Planck	mass	and	length	
E	=	total	energy	in	center-of-mass	frame	
r	=	system	radius

1311.5698
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Table 92 Measurements of R(D∗) and R(D), their correlations and the combined average

Experiment R(D∗) R(D) ρ

BaBar [574,575] 0.332 ± 0.024stat ± 0.018syst 0.440 ± 0.058stat ± 0.042syst −0.27

Belle [582] 0.293 ± 0.038stat ± 0.015syst 0.375 ± 0.064stat ± 0.026syst −0.49

LHCb [583] 0.336 ± 0.027stat ± 0.030syst

Belle [584] 0.302 ± 0.030stat ± 0.011syst

Belle [585] 0.270 ± 0.035stat
+0.028
−0.025syst

Average 0.310 ± 0.015 ± 0.008 0.403 ± 0.040 ± 0.024 −0.23
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Belle, PRL118,211801(2017)
Average

SM Predictions

 = 1.0 contours2χ∆

R(D)=0.300(8) HPQCD (2015)
R(D)=0.299(11) FNAL/MILC (2015)
R(D*)=0.252(3) S. Fajfer et al. (2012)

) = 67.4%2χP(
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Fig. 66 Measurement of R(D) and R(D∗) and their average com-
pared with the prediction for R(D∗) [577] and R(D) [494,573]. The
dashed ellipses corresponds to the 2 and 4 σ contours

Compared to B+ → τντ , the B → D(∗)τντ decay
has advantages: the branching fraction is relatively high,
because it is not Cabibbo-suppressed, and it is a three-
body decay allowing access to many observables besides
the branching fraction, such as D(∗) momentum, q2 dis-
tributions, and measurements of the D∗ and τ polarisa-
tions (see Ref. [572] and references therein for recent
calculations).

Experiments have measured two ratios of branching frac-
tions defined as

R(D) = B(B → Dτντ )

B(B → Dℓνℓ)
, (217)

R(D∗) = B(B → D∗τντ )
B(B → D∗ℓνℓ)

(218)

where ℓ refers either to electron or µ. These ratios are inde-
pendent of |Vcb| and to a large extent, also of the B → D(∗)

form factors. As a consequences the SM predictions for these
ratios are quite precise:

• R(D) = 0.300 ± 0.008, which is an average obtained
by FLAG [222] by combining the most recent lattice cal-
culations of the B → Dℓν form factors [494,573];

• R(D∗) = 0.252 ± 0.003, which is a prediction, [574,
575] that updates recent QCD calculations [576,577]
based on the recent B → D∗ measurements from the
B-Factories.

Recently, in Ref. [578] Bigi and Gambino re-analysed the
recent experimental results and theoretical calculation of
B → Dℓν obtaining R(D) = 0.299 ± 0.003, compati-
ble with the predictions reported above but with a total error
reduced by a factor three.

From the experimental side, in the case of the leptonic
τ decay, the ratios R(D(∗)) can be directly measured, and
many systematic uncertainties cancel in the measurement.
The B0 → D∗+τντ decay was first observed by Belle [579]
performing an “inclusive” reconstruction, which is based
on the reconstruction of the Btag from all the particles of
the events, other than the D(∗) and the lepton candidate,
without looking for any specific Btag decay chain. Since
then, both BaBar and Belle have published improved mea-
surements and have found evidence for the B → Dτντ
decays [580,581].

The most powerful way to study these decays at the B-
Factories exploits the hadronic Btag. Using the full dataset
and an improved Btag selection, BaBar measured [574]:

R(D) = 0.440 ± 0.058 ± 0.042,

R(D∗) = 0.332 ± 0.024 ± 0.018 (219)

where decays to both e± and µ± were summed and B0 and
B− were combined in a isospin-constrained fit. The fact that
the BaBar result exceeded SM predictions by 3.4σ , raised
considerable interest.

Belle published various measurements using different
techniques, and LHCb also joined the effort with a mea-
surement of R(D∗). The most important sources of system-
atic uncertainties correlated for the different measurement
is due to the B → D∗∗ background components that are
difficult to disentangle from the signal. In the average the
systematic uncertainties due to the B → D∗∗ composition
and kinematics are considered fully correlated among the
measurements.
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Compared to B+ → τντ , the B → D(∗)τντ decay
has advantages: the branching fraction is relatively high,
because it is not Cabibbo-suppressed, and it is a three-
body decay allowing access to many observables besides
the branching fraction, such as D(∗) momentum, q2 dis-
tributions, and measurements of the D∗ and τ polarisa-
tions (see Ref. [572] and references therein for recent
calculations).

Experiments have measured two ratios of branching frac-
tions defined as

R(D) = B(B → Dτντ )

B(B → Dℓνℓ)
, (217)

R(D∗) = B(B → D∗τντ )
B(B → D∗ℓνℓ)

(218)

where ℓ refers either to electron or µ. These ratios are inde-
pendent of |Vcb| and to a large extent, also of the B → D(∗)

form factors. As a consequences the SM predictions for these
ratios are quite precise:

• R(D) = 0.300 ± 0.008, which is an average obtained
by FLAG [222] by combining the most recent lattice cal-
culations of the B → Dℓν form factors [494,573];

• R(D∗) = 0.252 ± 0.003, which is a prediction, [574,
575] that updates recent QCD calculations [576,577]
based on the recent B → D∗ measurements from the
B-Factories.

Recently, in Ref. [578] Bigi and Gambino re-analysed the
recent experimental results and theoretical calculation of
B → Dℓν obtaining R(D) = 0.299 ± 0.003, compati-
ble with the predictions reported above but with a total error
reduced by a factor three.

From the experimental side, in the case of the leptonic
τ decay, the ratios R(D(∗)) can be directly measured, and
many systematic uncertainties cancel in the measurement.
The B0 → D∗+τντ decay was first observed by Belle [579]
performing an “inclusive” reconstruction, which is based
on the reconstruction of the Btag from all the particles of
the events, other than the D(∗) and the lepton candidate,
without looking for any specific Btag decay chain. Since
then, both BaBar and Belle have published improved mea-
surements and have found evidence for the B → Dτντ
decays [580,581].

The most powerful way to study these decays at the B-
Factories exploits the hadronic Btag. Using the full dataset
and an improved Btag selection, BaBar measured [574]:

R(D) = 0.440 ± 0.058 ± 0.042,

R(D∗) = 0.332 ± 0.024 ± 0.018 (219)

where decays to both e± and µ± were summed and B0 and
B− were combined in a isospin-constrained fit. The fact that
the BaBar result exceeded SM predictions by 3.4σ , raised
considerable interest.

Belle published various measurements using different
techniques, and LHCb also joined the effort with a mea-
surement of R(D∗). The most important sources of system-
atic uncertainties correlated for the different measurement
is due to the B → D∗∗ background components that are
difficult to disentangle from the signal. In the average the
systematic uncertainties due to the B → D∗∗ composition
and kinematics are considered fully correlated among the
measurements.
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The ratio of the measured B̄ ! D(⇤)`⌫̄ decay rates for ` = ⌧ vs. e, µ deviate from the Standard
Model (SM) by about 4�. We show that the data are in tension with the SM, independent of
form factor calculations, and we update the SM prediction for B(B ! Xc⌧ ⌫̄)/B(B ! Xc`⌫̄). We
classify the operators that can accommodate the measured central values, as well as their UV
completions. We identify models with leptoquark mediators that are minimally flavor violating in
the quark sector, and are minimally flavor violating or ⌧ -aligned in the lepton sector. We explore
experimental signatures of these scenarios, which are observable in the future at ATLAS/CMS,
LHCb, or Belle II.

I. INTRODUCTION

Measurements of the B̄ ! D⌧ ⌫̄ and B̄ ! D⇤⌧ ⌫̄ decay
rates are now available from BaBar [1, 2] and Belle [3]
with their full datasets. The B̄ ! D⇤⌧ ⌫̄ decay mode
was also observed recently by LHCb [4]. These measure-
ments are consistent with each other and with earlier
results [5, 6], and together show a significant deviation
from Standard Model (SM) predictions for the combina-
tion of the ratios

R(X) =
B(B̄ ! X⌧ ⌫̄)

B(B̄ ! Xl⌫̄)
, (1)

where l = e, µ. The measurements are consistent with
e/µ universality [7, 8]. The R(D(⇤)) data, their aver-
ages [9], and the SM expectations [10–12] are summarized
in Table I. (If the likelihood of the measurements is Gaus-
sian, then the deviation from the SM is more than 4�.)
Kinematic distributions, namely the dilepton invariant
mass q2, are also available from BaBar and Belle [2, 3],
and must be accommodated by any model that modifies
the rates. In the future, Belle II is expected to reduce
the measured uncertainties of R(D(⇤)) by factors of ⇠ 5
or more [13], thereby driving experimental and theory
precision to comparable levels.

In the type-II two-Higgs-doublet model (2HDM), the
B̄ ! D(⇤)⌧ ⌫̄ rate (as well as B� ! ⌧ ⌫̄) receives contribu-
tions linear and quadratic inmb m⌧ tan2 �/m2

H± [14–16],

R(D) R(D
⇤
) Corr.

BaBar 0.440 ± 0.058 ± 0.042 0.332 ± 0.024 ± 0.018 �0.45

Belle 0.375
+0.064
�0.063 ± 0.026 0.293

+0.039
�0.037 ± 0.015 �0.32

LHCb 0.336 ± 0.027 ± 0.030

Exp. average 0.388 ± 0.047 0.321 ± 0.021 �0.29

SM expectation 0.300 ± 0.010 0.252 ± 0.005

Belle II, 50 ab
�1 ±0.010 ±0.005

TABLE I. Measurements of R(D(⇤)) [1, 3, 4], their aver-
ages [9], the SM predictions [10–12], and future sensitiv-
ity [13]. The first (second) experimental errors are systematic
(statistical).

which can be substantial if tan� is large. However, the
R(D(⇤)) data are inconsistent with this scenario [1].

Discovering new physics (NP) in transitions between
the third and second generation fermion fields has long
been considered plausible, since the flavor constraints are
weaker on four-fermion operators mediating such transi-
tions. (Prior studies of B ! Xs⌫⌫̄ [17] and B(s) !
⌧+⌧�(X) [18, 19] decays were motivated by this con-
sideration.) However, B̄ ! D(⇤)⌧ ⌫̄ is mediated by the
tree-level b ! c transition. It is suppressed in the SM
neither by CKM angles (compared to other B decays)
nor by loop factors, with only a modest phase space sup-
pression due to the ⌧ mass. This goes against the usual
lore that the first manifestations of new physics at low
energies are most likely to occur in processes suppressed
in the SM.

The goal of this paper is to explore flavor structures
for NP capable of accommodating the central values of
the R(D(⇤)) data summarized in Table I. To do so, a
sizable NP contribution to semileptonic b ! c decays
must be present, and the NP mass scale must be near
the weak scale. This requires nontrivial consistency with
other constraints, such as direct searches at the LHC and
precision electroweak data from LEP. When NP cou-
plings to other generations are present, constraints from
flavor physics, such as meson mixing and rare decays,
also play a role. For example, any flavor model predicts
some relation between the b̄c ⌫̄⌧ and b̄u ⌫̄⌧ operators, so
models explaining R(D(⇤)) must accommodate the ob-
served B� ! ⌧ ⌫̄ branching ratio, which agrees with the
SM [20, 21]. We show below that despite strong con-
straints some scenarios remain viable and predict signals
in upcoming experiments.

We begin by presenting new inclusive calculations that
demonstrate that the measured central values of R(D(⇤))
are in tension with the SM, independent of form factor
computations. Then, in Sec. II, we perform a general
operator analysis to identify which four-fermion opera-
tors simultaneously fit R(D) and R(D⇤). In Sec. III we
discuss possible mediators that can generate the viable
operators. We identify working models with leptoquark
mediators that are minimally flavor violating in the quark
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• SM prediction quite solid (taking ratios helps)
• Seen in 3 different experiments in a consistent way, combined significance 4.0σ (HFAG website)
• Measurements are consistent with e/mu universality
• In the SM the flavour transition is unsurpassed by loop factor (tree-level charged current)
• Assuming central values, NP has to be large, easier to have interference with SM (left current)
• Data could be fitted by new interactions with mediator at the EW scale
• Various constraints on model building, EWPT, other flavour observables, direct searches
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SM prediction

 = 1.02χ∆

R(D), PRD92,054510(2015)
R(D*), PRD85,094025(2012)

HFAG
Prel. Winter 2016

Heff =
GF
p

2
V ⇤

bc (bL�↵cL)(⌧L�↵⌫⌧ )

GFp
2

V ⇤
bc =

1
(1.7 TeV)2

b	→	cτν	

20 I. Dor≤ner et al. / Physics Reports 641 (2016) 1–68

The pseudoscalar masses have been denoted by m and m0, while mu,d are the masses of valence quarks taking part in
interaction. In order to ease readability we have suppressed subscripted flavor indices ij; `k on the couplings g and h. We
have also employed standard notation

�(x, y, z) = (x + y + z)2 � 4(xy + yz + zx) (36)

and �`(q2) =

q
1 � m2

`/q2. The hadronic form factors that enter in amplitudes (35) are defined as:

hP 0(p0)|ū� µd|P(p)i = f+(q2)

"

(p + p0)µ �
m2 � m02

q2
qµ

#

+ f0(q2)
m2 � m02

q2
qµ,

hP(p0)|ū�µ⌫(1 ± �5)d|P(p)i = i
fT (q2)
m + m0

⇥
(p + p0)µq⌫

� (p + p0)⌫qµ
± i✏µ⌫↵�(p + p0)↵q�

⇤
.

(37)

The form factors can be either extracted experimentally in a related process that is presumably free of LQ contributions
or calculated using a nonperturbative QCD method, e.g., lattice QCD. For recent lattice QCD results for D or B form factors
c.f. [140].

For the scalar operators we have used the identity

hP 0(p0)|ūd|P(p)i =
qµ

md � mu
hP 0(p0)|ū� µd|P(p)i (38)

that follows from the equation of motion. The decay spectrum distribution is given by the amplitudes A
V ,A,S,P,T ,T5
ij;`k and can

be found in Refs. [139,141]. Branching fractions themselves provide a good handle only on the LQ Yukawas since they are
competing with large tree-level SM contributions that suffer from uncertainties in the hadronic matrix elements and from
experimental errors. Again, the lepton universality ratios � (P ! P 0`1⌫)/� (P ! P 0`2⌫) are superior in precision over
individual branching fractions and spectra. A notable example is the semileptonic lepton flavor universality (LFU) ratio
RD ⌘ � (B̄ ! D⌧ ⌫̄)/� (B̄ ! D`⌫̄) comparing the ⌧ and light lepton couplings with large precision. It has been shown that
scalar [137,142–148] as well as vector LQs [131,145,146,149] may significantly alter this LFU ratio. The world averages of
RD and the analogous observable defined for the B ! D⇤`⌫̄ transition RD⇤ calculated in the winter 2016 HFAG edition [150]
agree with the SM at the 4 � level, as shown in Eqs. (40) and (41).

It has been suggested in Ref. [147] that a minimal extension of the SMwith S1 scalar LQ of mass of the order of 1 TeV can
provide an explanation of RD(⇤) in addition to observables RK and muon (g � 2), to be discussed in the following sections.
Scalar LQ S1 coupleswith order one generation-diagonal couplings to quarks and leptons that are doublets of SU(2) of the SM.
The presence of S1 allows the authors of Ref. [147] to address the RD(⇤) anomalies at the tree-level, while the RK contributions
are generated at loop level. Note that S1 could have ‘‘diquark’’ couplings and accordingly mediate proton decay. The flavor
structure of this proposal in view of current LHC constraints from the 8 TeV and 13 TeV data sets has been investigated in
Ref. [151]. The authors of Ref. [151] have, furthermore, analyzed in great detail prospects to test this particular S1 scenario
at 14 TeV run at the LHC. A possible resolution of RK and RD(⇤) puzzles through the use of vector LQ U3 has been proposed
in Ref. [131]. One particularly simple phenomenologically viable leptoquark model that features dark matter coannihilation
through the leptoquarkmediation has beenpresented in Ref. [152]. The authors establish connection between the visible and
invisible sectors in the form of R2 leptoquark with very specific Yukawa couplings (andmass) that satisfy constraints of both
direct and indirect detection origin. Finally, flavor models that can provide an explanation of the observed enhancement of
the B̄ ! D(⇤)⌧ ⌫̄ rates with respect to the SM predictions through scalar and/or vector LQ(s) have been pursued in Ref. [146].

3.1.4. P ! V`�⌫̄

As an example of semileptonic decays with vector mesons in the final state we shall use the decays B̄ ! D⇤`⌫̄. The most
interesting experimental observable is the analogue of RD, but defined for vector meson in the final state:

RD⇤ =
B(B̄ ! D⇤⌧�⌫̄)

B(B̄ ! D⇤`�⌫̄)
(39)

with ` = e, µ. The HFAG averages over LHCb and B factories’ results and finds [150]

RD = 0.397 ± 0.068,
RD⇤ = 0.316 ± 0.026,

(40)

where we have summed the statistical and systematical errors. Taking into account the correlation between the two ratios
�0.26 the agreement with the SM is at the 4 � level [153,154]:

RSM
D = 0.300 ± 0.008,

RSM
D⇤ = 0.252 ± 0.003.

(41)

Doršner	et	al.,		
Phys.	Rept.	641	(2016)	1-68
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1) Clean observable, quite similar to RK
2) main difference: K* has spin 1 particle, 3 polarisations, sensitivity to Lorentz structure 

slightly different
3) Same channel where deviations on the angular observables are seen

› Test of LFU with B0→K*0µµµµ and B0→K*0ee, RK*º

› Two regions of q2

»Low [0.045-1.1] GeV2/c4

»Central [1.1-6.0] GeV2/c4

›Measured relative to B0→K*0J/yy(ll) in order to reduce systematics
› K*0 reconstructed as K+pp- within 100MeV from the K*(892)0

› Blind analysis to avoid experimental biases
› Extremely challenging due to significant differences in the way µ and e
“interact” with the detector
»Bremsstrahlung
»Trigger

Today …
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Strategy
› RK*º determined as double ratio to reduce systematic effects

› Selection as similar as possible between µµµµ and ee
» Pre-selection requirements on trigger and quality of the candidates
» Cuts to remove the peaking backgrounds
» Particle identification to further reduce the background
»Multivariate classifier to reject the combinatorial background
» Kinematic requirements to reduce the partially-reconstructed backgrounds
»Multiple candidates randomly rejected (1-2%)

› Efficiencies
» Determined using simulation, but tuned using data
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› The measured values of RK*º are found to be in good agreement among
the three trigger categories in both q2 regions
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1) Clean observable, quite similar to RK
2) main difference: K* has spin 1 particle, 3 polarisations, sensitivity to Lorentz structure 

slightly different
3) Same channel where deviations on the angular observables are seen

› Test of LFU with B0→K*0µµµµ and B0→K*0ee, RK*º
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› The measured values of RK*º are found to be in good agreement among
the three trigger categories in both q2 regions
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Angular	distribution	of	B0	→	K*0μ+μ-

› First full angular analysis of B0→K*0µµ: measured all CP-averaged
angular terms and CP-asymmetries
› Can construct less form-factor dependent ratios of observables

Angular Analyses
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RK*	is	2.5σ	off	in	each	bin

                       AfterRK⇤

• 6 papers appeared the day after, with similar model independent conclusions
[1704.05340, 1704.05435,
1704.05438, 1705444,
17054446, 1705447]

• Most important message (in my opinion): RK and RK* observables alone are 
now sufficient to draw various conclusions
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Figure 1: Deviations from the SM value RK = RK⇤ = 1 due to the various chiral operators
possibly generated by new physics in the muon (left panel) and electron (right panel) sector.
Bothe the ratio refers to q

2 in [1.1, 6]GeV2. We assumed real coe�cients, and the out-going
(in-going) arrows show the e↵ect of coe�cients equal to +1 (�1). For the sake of clarity we
only show the arrows for the coe�cients involving left-handed muons and electrons (except for
the two magenta arrows in the left-side plot, that refer to C

BSM
9,µ = (CBSM

bLµL
+ C

BSM
bLµR

)/2 = ±1).

BSM corrections. To this end, we define RK⇤ in a given range of q2, in analogy with eq. (8):

RK⇤ [q2min, q
2
max] ⌘

R
q
2
max

q
2
min

dq
2
d�(B ! K

⇤
µ
+
µ
�)/dq2

R
q2max

q
2
min

dq2 d�(B ! K⇤µ+µ�)/dq2
, (16)

where the di↵erential decay width d�(B ! K
⇤
µ
+
µ
�)/dq2 actually describes the four-body

process B ! K
⇤(! K⇡)µ+

µ
�, and takes the compact form

d� (B ! K
⇤
µ
+
µ
�)

dq2
=

3

4
(2Is

1 + I
c

2)�
1

4
(2Is

2 + I
c

2) . (17)

The angular coe�cients Ia=s,c

i=1,2 in eq. (17) can be written in terms of the so-called transversity
amplitudes describing the decay B ! K

⇤
V

⇤ with the B meson decaying to an on-shell K⇤

and a virtual photon or Z boson which later decays into a lepton-antilepton pair. We refer
to [26] for a comprehensive description of the computation. In the left panel of figure 2 we
show the di↵erential distribution d�(B ! K

⇤
µ
+
µ
�)/dq2 as a function of the dilepton invariant

mass q
2. The solid black line represents the SM prediction, and we show in dashed (dotted)

red the impact of BSM corrections due to the presence of non-zero C
BSM
bLµL

(CBSM
bRµL

) taken at the
benchmark value of 1.

We now focus on the low invariant-mass range q
2 = [0.045, 1.1] GeV2, shaded in blue with

diagonal mesh in the left panel of fig 2. In this bin, the di↵erential rate is dominated by

7

[1704.05438 ]

• Deviation from the Standard Model, using only the most cleaner observable gives ⇠ 4�

• New Physics in electrons is possible, but cannot explain angular observables and low 
branching ratios….

• New Physics in muons wants destructive interference with the SM

1704.05438		
“Flavour	anomalies	after	the	RK	∗	measurement”
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1 Introduction

The LHCb [1] collaboration presented their results on the measurement of the ratio

RK⇤ =
BR(B ! K

⇤
µ
+
µ
�)

BR(B ! K⇤e+e�)
. (1)

The aim of this measurement is to test the universality of the gauge interactions in the lepton
sector. Taking the ratio of branching ratios strongly reduces the Standard Model (SM) theo-
retical uncertainties, as suggested for the first time in [2] The SM prediction is R

SM
K⇤ = 1, at

di-lepton invariant mass q
2

� (4mµ)2. The experimental result is [1]

RK⇤ =

(
0.660+0.110

�0.070 ± 0.024 (2mµ)2 < q
2

< 1.1 GeV2

0.685+0.113
�0.069 ± 0.047 1.1 GeV2

< q
2

< 6 GeV2
(2)

At face value, a single measurement featuring a 2.4� deviation from the SM prediction can be
attributed to a mere statistical fluctuation. The interest resides in the fact that such results
might be part of a coherent picture involving New Physics (NP) in the b ! sµ

+
µ
� transitions.

In fact, anomalous deviations were also observed in the following related measurements:

2
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LFU	&	LFV,	BSM	models

Simplified Models
Models with Flavor Changing Z 0 Bosons

µ+

µ−

bL

sL

Z ′

Z
0 models:

(WA, Straub ’13/’14; Gauld, Goertz, Haisch ’13; Buras

et al. ’13/’14; WA, Gori, Pospelov, Yavin ’14; Glashow,

Guadagnoli, Lane ’14; Crivellin, D’Ambrosio, Heeck ’14/’15;

Niehoff, Stangl, Straub ’15; Aristizabal Sierra, Staub,

Vicente ’15; Boucenna, Valle, Vicente ’15; ...)

alternative option: lepto-quarks

(Hiller, Schmaltz ’14; Gripaios, Nardecchia, Renner ’14;

Buras et al. ’14; Becirevic, Fajfer, Kosnik ’15; ...)

bla

C
NP
9 =

�bs

L
�µµ

V

VtbV ⇤
ts

v2

M2
Z 0

4⇡2

e2 '
�bs

L
�µµ

V

VtbV ⇤
ts

(5 TeV)2

M2
Z 0
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bL `+L

sL

`�L

⇧

�bs�µµ

m2
Z0

⇡ 1
(30TeV)2

�bµ�sµ

m2
⇧

⇡ 1
(30 TeV)2

Spin Quantum Clean observables Clean observables All
Number new physics in e new physics in µ observables

S3 0 (3̄, 3, 1/3) X X X
R2 0 (3, 2, 7/6) X
R̃2 0 (3, 2, 1/6)
S̃1 0 (3̄, 1, 4/3) X
U3 1 (3, 3, 2/3) X X X
V2 1 (3, 2, 5/6) X
U1 1 (3, 1, 2/3) X X X

Table 3: Which lepto-quarks can reproduce which b ! s`
+
`
� anomalies.

RK [53, 59].

The situation is di↵erent if LQs couple to electrons, rather than to muons, such that only the
anomalies in the ‘clean’ observables can be reproduced. ‘Clean’ observables can be reproduced
by all chiralities, with the only exclusion of CbR`L , which is mediated by the R̃2 LQ. From the
fit, we notice that the S̃1 and R2 LQs can fit the anomalies by giving only a large contribution
to the Wilson coe�cients, comparable to the SM contributions: this happens because these
LQs couple to right handed electrons, with little interference with the SM. One the other hand,
S3 couples to left-handed leptons, such that the sizeable interference with the SM allows to
reproduce the observed anomalies with a smaller new physics component.

We briefly comment on the possible interpretation of a LQ as a supersymmetric particle
in the MSSM. The only sparticle with the same gauge quantum numbers as a LQ is the left-
handed squark Q̃ ⇠ R̃2. However, even if it has R-parity violating interactions, this LQ gives
the wrong correlation between RK and RK⇤ , disfavouring the supersymmetric interpretation of
the anomalies.

We move now to the discussion of the exchange of vector LQs at tree level, illustrated in
figure 6c. There are 3 cases: U3 ⇠ (3, 3, 2/3), V2 ⇠ (3, 2, 5/6) and U1 ⇠ (3, 1, 2/3). Their
relevant interactions are:

LU3 = y Q̄�µLU
µ

3 + h.c. (24a)

LV2 = y D̄�µLV
µ

2 + y
0
Q̄�µE V

µ

2 + y
00
Q̄�µU V

†µ
2 + h.c. (24b)

LU1 = y Q̄�µLU
µ

1 + y2 D̄�µE U
µ

1 + h.c. (24c)

The vector LQ V2 and U1 can contribute to anomalous observables trough a multiple chiral
structure. In general, if both y and y

0 are sizeable, dangerous scalar operators may be generated.
If one of the two couplings dominates, we can again restrict to our one parameter fit, with the
following correspondence: CbL`L can be generated by U3; CbL`R or CbR`L can be generated by
V2; CbL`L or CbR`R can be generated by U1.
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[About 100 papers…]

Something	recent	accounting	for	all	these	flavour	anomalies:	1808.00942

M.	Nardecchia	
https://bit.ly/2Ag0A4I

“Only	two	options	
on	the	market”


