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PRESENTATION OUTLINE

Landscape 

Goals & some questions 

Group Organization 

Context: of Phase-2 L1 trigger 

Progress & work in progress
Some references 
• Madison Phase-2 L1 Workshop - June’17 

https://indico.cern.ch/event/525046/ 

• Interim L1 Upgrade TDR - Sept’17 
CERN-LHCC-2017-013; CMS-TDR-017 

• UK Phase-2 L1 Workshop - May’18 
https://indico.cern.ch/event/718306/ 

• C. Vellidis talk CMS Week - June’18 
https://indico.cern.ch/event/738430/ 

• L1 Phase-2 Annual Review, Nov’18 
https://indico.cern.ch/event/766394/
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in very broad strokes

https://indico.cern.ch/event/525046/
https://indico.cern.ch/event/718306/
https://indico.cern.ch/event/738430/
https://indico.cern.ch/event/766394/
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THE BROADER  LANDSCAPE
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THE BROADER  LANDSCAPE

ALL INTERCONNECTED => WE’LL ADDRESS MOST IN THIS WORKSHOP…
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SOME OF THE ISSUES
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• standalone MuTk, matched to TTk 
•TTk matched to just muon stubs 
• isolated, displaced 
• slow, non-regional, topological
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• standalone MuTk, matched to TTk 
•TTk matched to just muon stubs 
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• regional segmentation and TMUX issues  
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•benchmark all phase-2 code in CMSSW 
•modular for easy comparisons of TP’s and algo’s options 
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• standalone MuTk, matched to TTk 
•TTk matched to just muon stubs 
• isolated, displaced 
• slow, non-regional, topological

• regional segmentation and TMUX issues  
•displaced and/or isolated tracks in TT ? 
•how to deal with duplicates/fakes/missing tracks? 
• can outer layer TT stubs be used in the MTF’s?

•compatibility with algorithms 
• safety margins in latency, resources 
•flexibility to grow, to upgrade 
• issues of uniformity, cost

•TP info needed/provided? 
• simple/complex objects

•benchmark all phase-2 code in CMSSW 
•modular for easy comparisons of TP’s and algo’s options 
•validate vs. data [e.g. rates, low level occupancies etc.]

•make sure all is covered (in SW, FW, HW) 
• redundancy is ok 
•explore Barrel, Overlap, Endcap synergies

• rates & performance vs PU 
• safety margins ~300 PU 
• feedback all the way back 
•ability to test chain w/ new goals
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•MC samples for validation, 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TOWARDS THE  LEVEL-1 TDR
• Due Q1 2020 
• Establish V0 benchmark integrating all the pieces  

=> understand all specs, handshakes, boundaries, 
      limitations, and performance 

• Improve from then on => V1 etc.

�6

TRIGGER 
PRIMITIVES

TRACK 
TRIGGER

CORRELATOR

CMS 
PHYSICS GOALS

MUON  
TYPES

MUON 
ALGORITHMS

SIMULATION 
+EMULATION

SYSTEM 
ARCHITECTURE

R&D TEAMS

TRIGGER  
MENU

M
U

O
N

 D
ET

EC
TO

RS



J. Konigsberg,  Joint Muon Workshop, 11/28/18

GROUP MAIN GOALSDevelop trigger algorithms for each muon type 
• standalone, matched to TTk’s (Tk-Tk, stub-Tk) 
• isolated, displaced, slow, topological (e.g.               ) 
• include new, multiple-detector, systems for TP’s and algorithms 

Maintain high efficiency (>95%) at acceptable rates 

Lower thresholds if possible 

Optimize pT, η, Φ resolutions 

Demand good performance vs PU, with safety margins (~300) 

Test robustness vs: inefficiencies, aging, dead regions, noise, neutron bcknd, etc. 

Explore synergies across the different detector regions 

Build SW infrastructure tools for development and optimization 

Build FW/HW demonstrators consistent with phase-2 platforms to test and develop further

τ → 3μ

WORK ADVANCING RAPIDLY ON MOST FRONTS, BUT STILL ON R&D PHASE
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Formed (post iTDR) at UK Workshop, May’18 
• https://indico.cern.ch/event/718306/ 

Subgroup of L1 P2 Upgrade Group 

Mailing list: cms-l1p2-muon-algo@cern.ch 
• send requests for new subscriptions to:  

 konstantinos.vellidis@cern.ch 

Bi-weekly meetings 
• Tuesdays 14:30-16:30 
• typically very full Agendas 

L3 Coordination meeting 
• bi-weekly, Thursdays 15:00 
• exchange info and discuss  

common issues

ORGANIZATIONGROUP 
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https://indico.cern.ch/event/718306/
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AGENDAGENERIC BI-WEEKLY
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Outer Tracker
Detector

Barrel Muon 
System

Endcap Muon
System

Track
Trigger

CE BE BMT Layer 1 EMU BE

Barrel Calo 
Trigger 

Correlator Trigger Layer-1

Correlator Trigger Layer-2

Barrel Muon
Track Finder

Endcap Muon
Track Finder

FE+BE+L1 System:
40,000 kHz event data
processing

FEs send 500 kHz To DAQ/HLT
+250 kHz contingency DAQ/HLT System

7.5 kHz 
To Offline

DTC: Outer 
Tracker BE

Endcap 
Calorimeters

Barrel 
Calorimeters

EB/HB BE

Global Trigger

5 µs

7.5 µs

HF BE

HF

Overlap Muon
Track Finder

(+3.0 µs contingency): L1A received by FEs9.5 µs
L1A to TCDS

8.5 µs
BRIL, PPS et al.

Muon Trigger System
Detector frontends

Detector backends

iTDR design
PHASE-2 L1 ITDR DESIGN

Phase 1
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• Particle flow candidate creation
• Track-muon match
• Track-cluster match
• PF assignment

• SA track objects
• Vertex reconstruction
• SA calo-track matching
• SA muon-track matching
• PUPPI weighting/vertex 

assignment for all of the above
• Early MTD timestamping of all 

charged particles?

• PF jets
• PF taus
• PF sums
• PF isolated photons/leptons
• Track-isolated photons/leptons
• Displaced/OOT objects
• Non-trivial composites of above 

(jet-tagging)
• Late MTD cleanup, late pixel 

matching w/ROIs?

• Data volume is predominantly tracks and 
clusters for PF
• Potentially large data reduction factor 
from discarding PF candidates of “no interest”

• Functional division of labor possible in 
HW

• Need a lot of flexibility/extensibility 
here 

L1Mu L1Cal L1Track
MTD

?

SA 
(+track)objects

PF particles MTD
?

Particle producer 
layer

High-level Object 
producer layer

Global Trigger

Correlator Trigger System

Correlator Functional Diagram

Correlator Functional Diagram

See architecture presentations on Thursday

New detectors: {GEM, ME0, iRPC}, HGCal, MTD 

New L1 track trigger 

New “Correlator” 

• SA objects, PF objects, PUPPI, vertexing,  
time stamps etc.  

New architecture & electronics 

Latency ~ 9.5 [12.5] μs 

Accept rate ~ 500 [750] KHz 

Phase 2
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Outer Tracker
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Barrel Muon 
System

Endcap Muon
System

Track
Trigger

CE BE BMT Layer 1 EMU BE

Barrel Calo 
Trigger 

Correlator Trigger Layer-1

Correlator Trigger Layer-2

Barrel Muon
Track Finder

Endcap Muon
Track Finder

FEs send 500 kHz To DAQ/HLT
+250 kHz contingency DAQ/HLT System

7.5 kHz 
To Offline

DTC: Outer 
Tracker BE

Endcap 
Calorimeters

Barrel 
Calorimeters

EB/HB BE

Global Trigger

5 µs

7.5 µs

HF BE

HF

Overlap Muon
Track Finder

(+3.0 µs contingency): L1A received by FEs9.5 µs
L1A to TCDS

8.5 µs
BRIL, PPS et al.

Muon-Track Matching Scenario B:  integrate with MTF
Detector frontends

Detector backends

EMTF/OMTF/BMTF 
input expanded to 
include track 
trigger (and its 
TMUX)

CORL1 gets SA 
muons for PF
GT/CORL2 gets 
track-matched 
muons 
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Outer Tracker
Detector

Barrel Muon 
System

Endcap Muon
System

Track
Trigger

CE BE BMT Layer 1 EMU BE

Barrel Calo 
Trigger 

Correlator Trigger Layer-1

Correlator Trigger Layer-2

Barrel Muon
Track Finder

Endcap Muon
Track Finder

FEs send 500 kHz To DAQ/HLT
+250 kHz contingency DAQ/HLT System

7.5 kHz 
To Offline

DTC: Outer 
Tracker BE

Endcap 
Calorimeters

Barrel 
Calorimeters

EB/HB BE

Global Trigger

5 µs

7.5 µs

HF BE

HF

Overlap Muon
Track Finder

(+3.0 µs contingency): L1A received by FEs9.5 µs
L1A to TCDS

8.5 µs
BRIL, PPS et al.

Muon-Track Matching Scenario A:  defer to CORL1
Detector frontends

Detector backends

EMTF/OMTF/BMTF 
output expanded 
~2X to include BE 
stubs

CORL1 performs 
track-stub, track-SA 
matching

E.G. MUON-TRACK MATCHING SCENARIOS

See architecture presentations on Thursday

SA + stubs
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AGENDA ANNUAL REVIEW
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▸ Phase II Project Overview: A. Zabi 
▸ Project organisation & team assembled  
▸ Project timeline & milestones (description of the steps towards the delivery of the TDR)  
▸ Description of the system’s interfaces and status of specification: Tracker, Pixel, MTD,  

Muons, Calorimetry & HLT.  

▸ Highlights on algorithms and Level-1 Menu: C.Vellidis, P. Harris & C. Botta 
▸ Review of latest menu developments and plans.  
▸ Recent progress algorithms (and performance) and challenges to address.  
▸ Status of firmware implementations (resources & timing) and validation results. 

▸ Status of hardware: D. Acosta  
▸ Focus on recent progress of the multiple R&D lines (prototypes submission & validation).  
▸ Recent board test results (example of test setups) as well as system demonstrators.  
▸ Associated services: software, infrastructure, use of HLS etc.   

▸ Architecture consideration: J. Berryhill 
▸ Architecture developments based on targeted trigger object performance  

and future optimisations according to physics need and LHC running conditions.  
▸ Examples of architectures, evaluation of the timescale to identify a target system design.  
▸ Considerations on instrumentation (R&D and Technologies available) and demonstration.  
▸ Possible planning on construction, timing alignment, commissioning and robustness of  

the system 

https://indico.cern.ch/event/766394/

LOTS OF GOOD QUESTIONS BY REVIEWERS, NO WRITTEN REPORT AS OF YET…

 

https://indico.cern.ch/event/766394/
https://indico.cern.ch/event/766394/
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A Quick Overview

WORK IN PROGRESS
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Details in the Muon Group presentations in this Workshop
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MUON ALGORITHM 
DEVELOPMENT OVERVIEW

Assumptions so far 
• Trigger primitives are as in Phase-1, muon track segments [in CMSSW] 

New TP developments should be tested and compared 

• Using the “tracklet” algorithm for Track Trigger 
With recommended # of stubs >3 and chi-square<100  [susceptibility to this to be studied] 
TMT algorithm also available and TT group developing a new hybrid algorithm => to be tested 

• Regional segmentation as in Phase-1 
Algorithms & HW demos being developed so far specifically for Barrel / Endcap /Overlap 
Will consider later if to be reduced to two regions  

This is still the R&D phase 
• Good to explore new/innovative algorithms and be able to compare performance 
• For TDR baseline, find at least one good solution for each problem 
• Post-TDR continue with optimization and consolidation
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BARREL DEVELOPMENTS OVERVIEW
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Barrel standalone muon reconstruction 
• Via Kalman Filter algorithm 
• Implemented in 2018 Run 2 

Optimized algorithm fits in same FPGA with legacy algorithm 
Very reasonable phase-2 rates (few KHz @ 20 GeV) 
Similar efficiency as legacy BMTF 
Very good solution for triggering on displaced muons [next slide] 

• no beam-constrained propagation 

• Will be used during Run 3 data taking

Propagate
Update

Propagate
Update

Propagate

Update

Propagate

Update

Vertex Unconstrained
Measurement

Vertex Constrained
Measurement

Initialize

Kalman
Legacy

MP7 framework

Kalman-Filter and legacy algorithm running

simultaneously during 2018 data taking on XILINX 

Virtex 7-690T FPGAs

  

The new L1 Kalman μ Track Finder
George Karathanasis on behalf of BMTF group (georgios.karathanasis@cern.ch)

The Algorithm Performance

Firmware/Emulator Agreement

Introduction
The Level-1 (L1) Trigger of the Compact Muon Solenoid (CMS) inspects the full rate of pp collisions at 40 MHz and selects a maximum of 100 kHz. The muon 
trigger employs three Track Finders in three distinct regions: barrel, endcaps and overlap. In the CMS barrel (|η|<0.8) L1 muons are found by the Barrel Muon 
Track Finder (BMTF). The BMTF takes as input Trigger Primitives (TPs) from TwinMUX (TM) modules, which combine Trigger Primitives from the Drift Tubes and 
Resistive Plate Chambers. The current BMTF has been installed in the context of the Phase I upgrade of the CMS trigger, and has been running successfully 
since 2016.  In 2018, the BMTF group has been working on a novel muon trigger algorithm that incorporates a Kalman Filter inspired by offline reconstruction. The 
new algorithm is currently being tested and will be deployed before the end of Run II.

Initialize
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Update

Vertex Unconstrained
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Vertex Constrained
Measurement
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propagate
update
miss

The new L1 Kalman-based algorithm (K-BMTF) 
reconstructs μ tracks using both the φ and φ

b
 (see figure) of 

the segments. It starts from segments in the outermost CMS 
station and propagates the candidate track inwards, station 
by station. At each station the track can be updated using 
the TP that is closest to the propagated point. With this 
logic, tracks with all possible segment combinations and 
having at least two segments are created. Among all tracks 
that share segments, the track with the best approximate χ2 
is reported. Finally, upon reaching the first muon station the 
muon tracks are propagated to the collision point resulting in 
an improved p

T
 resolution for prompt muons; the track 

parameters prior to this propagation are useful for displaced 
muons. The K-BMTF reports both p

T
s (propagated to vertex 

and not), enabling triggering on both prompt muons and 
muons from decays of long-lived particles.

K-BMTF uses essentially the same hardware (MP7 card with 
a Virtex-7 FPGA) as BMTF. Both algorithms are loaded on 
the same FPGA. The selection of the algorithm to be used for 
triggering is made at run time, based on the system 
configuration key. CMS already took several cosmic runs with 
K-BMTF and the emulator shows >99% agreement with the 
firmware.

RUN: 322688

Efficiency is measured using Single Muon 
data recorded in 2018 (era D), and then 
emulating the response of K-BMTF. The 
output is propagated to uGMT along with 
those from overlap and endcap Track 
Finders. The resulting efficiency is then 
compared with that of the BMTF. The 
efficiencies are extracted with the Tag & 
Probe method while the rate is measured 
using an ephemeral zero-bias sample.

References: (1) CMS Technical Design Report for the Level-1 Trigger Upgrade (A. Tapper ans D. Acosta, Number: CERN-LHCC-2013-011, CMS-TDR-12 ), (2) The
CMS Level-1 Trigger Barrel Track Finder (J. Ero et al., JINST, vol.: 11), (3) The CMS Level-1 Trigger for LHC Run II (A. Tapper, Number: CMS-CR-2016-303)
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since 2016.  In 2018, the BMTF group has been working on a novel muon trigger algorithm that incorporates a Kalman Filter inspired by offline reconstruction. The 
new algorithm is currently being tested and will be deployed before the end of Run II.
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The new L1 Kalman-based algorithm (K-BMTF) 
reconstructs μ tracks using both the φ and φ

b
 (see figure) of 

the segments. It starts from segments in the outermost CMS 
station and propagates the candidate track inwards, station 
by station. At each station the track can be updated using 
the TP that is closest to the propagated point. With this 
logic, tracks with all possible segment combinations and 
having at least two segments are created. Among all tracks 
that share segments, the track with the best approximate χ2 
is reported. Finally, upon reaching the first muon station the 
muon tracks are propagated to the collision point resulting in 
an improved p

T
 resolution for prompt muons; the track 

parameters prior to this propagation are useful for displaced 
muons. The K-BMTF reports both p

T
s (propagated to vertex 

and not), enabling triggering on both prompt muons and 
muons from decays of long-lived particles.

K-BMTF uses essentially the same hardware (MP7 card with 
a Virtex-7 FPGA) as BMTF. Both algorithms are loaded on 
the same FPGA. The selection of the algorithm to be used for 
triggering is made at run time, based on the system 
configuration key. CMS already took several cosmic runs with 
K-BMTF and the emulator shows >99% agreement with the 
firmware.

RUN: 322688

Efficiency is measured using Single Muon 
data recorded in 2018 (era D), and then 
emulating the response of K-BMTF. The 
output is propagated to uGMT along with 
those from overlap and endcap Track 
Finders. The resulting efficiency is then 
compared with that of the BMTF. The 
efficiencies are extracted with the Tag & 
Probe method while the rate is measured 
using an ephemeral zero-bias sample.

References: (1) CMS Technical Design Report for the Level-1 Trigger Upgrade (A. Tapper ans D. Acosta, Number: CERN-LHCC-2013-011, CMS-TDR-12 ), (2) The
CMS Level-1 Trigger Barrel Track Finder (J. Ero et al., JINST, vol.: 11), (3) The CMS Level-1 Trigger for LHC Run II (A. Tapper, Number: CMS-CR-2016-303)

2018 zero-bias data

Kalman latency  =  9.25 BXs  

Legacy latency  =  6.50 BXs

muon rec. efficiency vs pT
rate (kHz) vs pT threshold

UCLA, Ioannina, Athens

See barrel presentations on Thursday morning
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BARREL DEVELOPMENTS OVERVIEW

�16

Barrel KF displaced muon reconstruction 
• Use cosmic data in collisions as a proxy 
• Significant improvement in efficiency for 

displaced muons w/ dxy > 30 cm 
across all pT’s 

• Low rates O(10 KHz) for pT > 20 GeV 
Super low for dimuons 

• More comprehensive simulation studies with 
displaced muons samples in progress

PropUp

Prop
Up

Prop

Up

Prop
Upd

Vertex Vertex 

Initi

Cosmic data  
in collisions (2017) 
offline dxy>50cm

efficiency vs pT  {0-110 GeV}efficiency vs pT  {0-110 GeV}

Cosmic data  
in collisions 

(2018)

efficiency vs dxy {0-100 cm}

Rate [kHz] vs pT threshold {0-100 GeV}

displaced KBMTF

displaced KBMTF Dxy> 1

prompt KBMTF 

displaced KBMTF dimuon

zero bias data
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BARREL DEVELOPMENTS OVERVIEW
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TT tracks matched to barrel muon stubs (“TPS”) 
• Require at least one stub 
• Require track and stub positions to be close, and  

track phi angle Φ and stub bending angle Φb to also be close  
• Better turn on and efficiency, and significantly lower rates 

than both the Technical Proposal (TP) and the K-BMTF  -due 
to the TTk pT precision 

• Advancing on FW implementation of the algorithms

efficiency vs eta (PU200) efficiency vs pT (PU200)

Rate (kHz) vs pT threshold {0-100 GeV}
UCLA

0 20 40 60 80 100
 (GeV)

T
 pµgen. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Ef

fic
ie

nc
y

TPS
TP algo
K-BMTF

CMS Simulation, 200 PU



J. Konigsberg,  Joint Muon Workshop, 11/28/18 �18

Endcap standalone muons 
• One problem to solve: non-linear rate vs PU 
• New phase-2 algorithm EMTF++ 

Uses hits in all muon detectors: CSC, RPC, GEM, ME0, iRPC to 
form more precise patterns consistent with muon trajectories 
Replaces phase-1 BDT ⇒ DNN trained with info from stubs in 

patterns to determine the muon pT of the track

~40 
inputs

muon 
pT

Florida, Fermilab OVERVIEWENDCAP DEVELOPMENTS

See endcap presentations on Thursday

SingleMu22 rate vs PU {0:85}

Phase 1         <———-  Phase-2  ———————>
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EMTF++ performance 
• sharper turn on, higher efficiency 
• ~10kHz @ 20 GeV => x3 rate reduction ! 
• Low rate & linear with PU !

Single Muon gun, PU = 0

Sharper turn-on + higher plateau efficiency Efficiency more flat in η

efficiency vs pT  {0-130 GeV} efficiency vs eta

OVERVIEWENDCAP DEVELOPMENTS

Rate vs PU:  140 vs 200

PU = 200
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TT tracks matched to EMTF standalone muons 
• Use dynamic matching window ΔR(pT) 

instead of constant ΔR as in TDR  
can tune windows to desired efficiency 

• sharp turn-on, higher efficiency 
• ~10 kHz @ 20 GeV => x5 rate reduction
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OVERVIEWENDCAP DEVELOPMENTSTT tracks matched to muon stubs 
• Also use dynamic matching window ΔR(pT) 
• Used CSC or RPC stubs only so far 
• Station 2 => low rates and high efficiency 
• Very reasonable rate (10-20 kHz) @ ~20 GeV 

Station 1 rate significantly higher
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TOWARDS ENDCAP FW/HW DEMOSFirst test algorithms on phase-1 HW platforms  
(as with barrel), then move to phase-2 platforms 

Aim to test in parallel in Run 3

�22

Implementation of the pT DNN in MTF7 setup

CTP7-based system using simulated files for muons and for TT  
test matching and displaced muon algorithms

TAMU

Florida, Fermilab

➢  Low latency, easily fits in FPGA

➢  Can prune the NN to further reduce resource usage

➢  EMTF++ part is getting started 

➢  Plan to install and test the NN algorithm, in Run 3

Implementation of the pT DNN in 
MTF7 setup

See presentations on Thursday 
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OVERLAP  DEVELOPMENTSFirst step is testing the phase-1 
algorithm in phase-2 conditions 

Naive Bayes Classifier 
• Assumes the log-likelihood p(pT|hits) that 

a muon has a given pT is just a sum of the 
log-likelihoods of the muon hit Φ positions 
in each detector layer  
player(pT|Φdist in layer) 

• The maximum log-likelihood pT is chosen 
as the muon pT


PU140 vs PU200

• efficiencies similar - slow turn on

• But rates are now reasonable ~ 20kHz @ 

20 GeV 
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EFFICIENCIES

I Efficiency definition: proportion of gen muons matched to a L1 object
I Results show no degradation of the efficiency with respect to pile-up
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EFFICIENCIES

I Efficiency definition: proportion of gen muons matched to a L1 object
I Results show no degradation of the efficiency with respect to pile-up

1.5− 1− 0.5− 0 0.5 1 1.5
η

0.8

0.85

0.9

0.95

1

Ef
fic
ie
nc
y

PU140
PU200

pT > 24 GeV

20 40 60 80 100
 [GeV]

T
p

0

0.2

0.4

0.6

0.8

1

Ef
fic

ie
nc

y

PU140
PU200

Page 3

Warsaw, Oviedo

See OMTF presentations on Thursday 

efficiency vs pT  {0-110 GeV} efficiency vs pT eta

rates (kHz) vs pT  {0-200 GeV}
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TT track + muon stub 
• A straightforward extension of the 

algorithm proposes to replace muon Φ 
with ΔΦ between TT track and muon stub 
in the log-likelihood of the hit positions 

• The first preliminary version of the 
algorithm is almost implemented in the 
OMTF emulator (η not yet included) 

• Work ongoing to develop a TTtrack-stub 
likelihood 

• Performance and optimization will follow

�24

– TTTracks 
– OMTF + TTTracks 
ttTrack pT cut 20GeV 
ttTrack nstubs ≥ 4  
OMTF region 
0.82<|η|<1.23

21

OMTF efficiency in the plateau ~98%

DEVELOPMENTSOVERLAP  

efficiency vs pT  {0-100 GeV}



A development framework: 

• Full simulation+emulation chains for BMTF, OMTF, 
EMFT 

• Ability to compare algorithms, apples to apples,  
with the full chain 

• Universal Muon Ntuple format to facilitate studies, 
for reproducibility and long-term development 

Need complete MC menu (vs PU), up to high PU 

• Single muon and neutrino gun samples 

• High-pT muon physics: tt, Z’, H=>mm 

• Low pT muon physics: j/psi, B-physics 

• Displaced muon samples w/displacement range 

• Special cases e.g. tau=>3mu  etc. etc. 

Need ability to deteriorate detectors 

• Inefficiency, aging, noise, neutron background

MC DATA

HIT LEVEL INFO

TP1 TPN…………………

ALGO1 ALGOM

MUON TYPES/ALGO

PHYSICS PERFORMANCE

TT

SW INFRASTRUCTURE 
DEVELOPMENTS OVERVIEW

See SW presentations on Friday
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TIMELINES & TIMELINES

�26

Already organised for 2019 :    
‣1st Workshop (March) → Converge on baseline algorithms and menu.   
‣2nd Workshop (May/June)→ Converge on hardware and architecture



TOWARDS A TDR FOR 2020
‣ October/December 2018: Preparing Annual Review. Starting to write the TDR now: organisation/

chapters. What are the plots and results required from the L3 groups ? Finalise planning of hardware 
and firmware for the year 2019.   

‣ Feb/March 2019: Converge on studies of algorithms and their performance. Baseline for all objects 
and complete menu for phase II scenarios.  All plots to be approved at the L1 Trigger workshop 
February/March → add description of the baseline algos & menu in TDR. 

‣ March/April 2019: Submission of performance plots and physics related studies (physics reach/
potential) to UPSG for approval.  

‣ May 31st 2019: Preparing review of all hardware and architecture. Presentation of results from 
demonstrators for each subsystem and architecture at the 3rd workshop. All specifications needed to 
fulfil performance requirement exposed in February should be met.  

‣ June 30th 2019: Integration of the hardware description and architecture into the  TDR. Start internal 
Level-1 TDR review and editing.   

‣ September 15th 2019: Finalise the TDR and TRIDAS approval. Release to ARC.  
‣ October 31st 2019: All comments and modifications from the ARC integrated. Submission for CWR. 
‣ November 31st 2019: TDR finished (Collaboration comments implemented)  
‣ December 15st 2019 (or January 2020): TDR Submission to LHCC (delay before submission to be 

adjusted depending on LHCC load? (Discussed with Frank/Didier if they really need 3 months and if 2 
months are acceptable?) 

‣ XX February/March 2020: Scientific Approval from LHCC & UCG kickoff meeting during LHCC 
meeting (question for Frank/Didier: this can happened at the same time?) 

‣ XX June 2020: Full approval by LHCC, publication of the TDR  

�27TDAQ AR A. ZABI                                          PHASE II TRIGGER UPGRADE OVERVIEW
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IN SUMMARY
Significant progress since the iTDR 

Standalone and TT track matching algorithms well advanced in Barrel and 
Endcap. Overlap catching up. 

Displaced muon algorithms advancing in Barrel. Endcap and Overlap need to 
catch up. 

FW advancing on all fronts. Barrel KF already running in P5 

Demos advancing on phase-1 HW platforms, need to move to phase-2 when 
boards available  

Still lots to do: algorithms for other muons types: isolated, slow, multi-region, 
close-together etc. 

TDR outline being worked on => confident we’ll reach a solid baseline
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BACKUP
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INTERFACE WITH MUON SYSTEMS
�31TDAQ AR A. ZABI                                          PHASE II TRIGGER UPGRADE OVERVIEW

WHAT KIND OF TRIGGER PRIMITIVES 
DT Stubs: definition here (same as phase I) 
RPC Clusters: definition here (same as phase I) 
CSC Stubs: same format as phase I (improved algo and timing) 
New Trigger primitives (Endcap):  
iRPC hits: no eta segmentation, precise timing  
GEM Clusters: grouping hits in GEM layers (also sent to CSC to build CSC-GEM TP w/ CSC format) 
GEM ME0 stubs: precise position (eta/phi) and direction 

ME0 stubs = 24 bits (not final format)

GEM clusters = 14 bits

iRPC hits = 41 bits
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128 Chapter 4. Muon Systems

Figure 4.1: A quadrant of the muon system, showing DT chambers (yellow), RPC (light blue),
and CSC (green). The locations of new forward muon detectors for Phase-II are contained
within the dashed box and indicated in red for GEM stations (ME0, GE1/1, and GE2/1) and
dark blue for improved RPC stations (RE3/1 and RE4/1).

that allow relocation of some DT electronics from the collision hall, and installation of improved
electronics in the innermost set of CSC chambers (ME1/1).

There are three types of muon upgrades proposed for Phase-II: (i) upgrades of existing muon
detectors and associated electronics that ensure their longevity and good performance, (ii) ad-
ditional muon detectors in the forward region 1.6 < |h| < 2.4 to increase redundancy and
enhance the trigger and reconstruction capabilities, and (iii) extension of muon coverage up to
|h| = 3 or more behind the new endcap calorimeter to take advantage of the pixel tracking cov-
erage extension. Overviews of each type of upgrade are presented below, while further details
are included in subsequent sections of this chapter.

4.1.2 Upgrade of existing muon detectors

The present muon system is expected to provide excellent performance throughout the HL-
LHC program. However, it is known that DT electronics will need replacement due to limited
radiation tolerance of some components; this replacement also gives the opportunity to in-
crease the trigger rate capability and performance, and improve maintainability. Additionally,
the 108 inner-ring CSC chambers ME2/1, ME3/1, and ME4/1 will need to have their front-end
cathode cards replaced, since the combination of increased occupancy plus larger L1 trigger
rates and latency in Phase-II will cause their analog pipelines to fill up and lead to unaccept-
able deadtime.


