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ML mistakes have a cost
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Google Photos, y'all f-ed up. My friend's
not a gorilla.

o 3. Robot injured a chiid
Uber self-driving car crashes dur

US tests

A so-called "crime fighting robot," created by the platform

into a child in a Silicon Valley mall in July, injuring the 16-

Chinese billionaire’s face identified as jaywalker
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Traffic police in major Chinese cities are using Al to address jaywalking.

They deploy smart cameras using facial recognition techniques at
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The guestion of trust

How can | explain my model’s prediction?
Why did it make this decision/mistake?
What features does it rely on?
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What Is interpretable?

Simple stuff like K Nearest Neighbors




What Is interpretable?

Simple stuff like Linear models
Example #3 of 6 True Class: . Atheism e @

Algorithm 1 Algorithm 2
‘Words that Al considers important: Predicted: Words that A2 considers important: Predicted:
GOD . Atheism Posting . Atheism
mean Prediction correct: Host Prediction correct:
an}m v v
this
Koresh
through
Document Document
From: pauld@verdix.com (Paul Durbin) From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD! Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hg.verdix.com Nntp-Posting-Host: sarge.hqg.verdix.com
Organization: Verdix Corp Organization: Verdix Corp
Lines: 8 Lines: 8

Image: weights of words In linear text classifier




What Is interpretable?

Simple stuff like Decision Trees

B 2
ENGINEERING FLOWCHART [yes] Is sex male? [ )
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\ v is age > 9.57 i
NO YES , ; e
I I r \ L o n
SHOULD IT? SHQULD IT? J -.II
I et R .'._
l | : TN
NIO w!s YEIS ._-;f|_er_1_ 3 is sibsp > 2.67
l l l 0.17 61% \
NO 1 NO |:': ll"s
PROBLVEM —— PROBLEM | '5.!|E!':.1 . ——
W i, At
@ 0.05 2% 0.89 2%

Survival on Titanic



What Is interpretable?

Neural networks are not naturally interpretable

5 neurons 5 neurons

B neurons B neurons 5 neurons
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Source: https://playground.tensorflow.org


https://playground.tensorflow.org/

Power vs Interpretability

Neighbors
> Linear
E Tree
©
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Power vs Interpretability

Neighbors Today: explain
= Linear powerful models
S Tree
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Explanation by occlusion

I d e a (d) Classifier, probability

(a) Input Image of correct class

 _et’s add noise
to inputs and see
what happens!

e For Images: slide
a gray sguare over
the image, measure
how It affects
predictions




Explanation by occlusion

I d e a. (d) Classifier, probability

(a) Input Image of correct class

 Let’s add noise
to inputs and see
what happens!

* For images: slide
a gray sguare over
the image, measure
how It affects
predictions




Explanation by occlusion

ldea:
* Let’s add noise senior developer aspnet , ¢, sql

to InpUtS and See my client are looking for a senior . net developer to join their team
Wh at happensl designing and developing business solutions with a focus on buildir

sales specialist iv access and infusion

¢ For teXtS: dl‘Op sales representative medical sales iv access and infusion an
individua| WOrdS access and infusion solutions . formally recognised as the ni
and measure cleaning operative
hOW |t aﬂ:ects 12 . 5 hours per week monday friday 9am 11 . 30am duties to include

staff toilets and rest room . must be able to read as they will be using

predictions
Image: salary prediction



Explanation by approximation

ldea:
e Approximate your model d
with something explainable . Iy
e.g. linear model ' f

e The approximation only +H
needs to hold locally r
I.e. on similar inputs

Read more in the paper


https://arxiv.org/abs/1602.04938

Explanation by approximation

ldea:
* Approximate your model f’
with something explainable - P
e.g. linear model ; ' @
. +1 g
« The approximation only + @ o +
needs to hold locally 1 ®ef
i.e. on similar inputs 2 .
]

A

(a) Original Image (b) Explaining Electric guitar (c) Explaining Acoustic guitar  (d) Explaining Labrador


https://arxiv.org/abs/1602.04938

Explanation by approximation

ldea:
* Approximate your model :'
with something explainable T A
e.g. linear model e
- ++ @
« The approximation only + @ o +
needs to hold locally 1 @
i.e. on similar inputs 7
]

Left image: model mislabeled
a husky dog as a wolf;
explanation: snow :)

% Ry (W Figures taken from the paper
(a) Husky classified as wolf (b) Explanation Why Should | Trust You?


https://arxiv.org/abs/1602.04938

Explanation by gradients

ldea: use gradients! Vx_model(x):am%del(x)
1 X
c:;:ﬂ;;:' Gradient

Corn

Wheaten
Terrier




Explanation by gradients

ldea: use gradients! Vx_model(x):am%del(x)
1 X
c:;:ﬂ;;:' Gradient

' B - ‘@ ‘..1-:_
5 I-\. L 3 -.-1.-.'!.
i ry i

Junco - Gradients are too sensitive
i to small changes in x
Corn
Q: How would you fix that?
Wheaten

Terrier




Explanation by gradients

ldea: use gradients! Vx_model(x):amo@del(x)
1 X
c::;:ﬂ;;:' Gradient

o i) ; :i.-"'!-
T

Junco ~ Gradients are too sensitive
e to small changes in x
Corn g Smoothgrad: average
| gradients over several
A noisy copies of x
Wheaten g o i
Terrier .

(one of many heuristics)



Explanation by gradients

: O model | x
Idea: use gradients! 'V model(x)= (x)
| 0 X,
Original : Guided |nteqrated
Imga ge Gradient SmoothGrad BackProp Graﬂia 5
g _
Junco _ﬁ*ﬁv - - jfﬁhn
Bird i o -
s e S e
i =
Wheaten % “'}‘ £t 4

Terrier




Don’t trust yourself!

The method outputs a noisy image
you see something reasonable
should you be satisfied?

How can you verify the explanation?



Don’t trust yourself!

Idea: train a bogus model to see
If the method can “explain” the fake model

O
7 T o
; a = 0
£ £ 3& I 3T B5
o o - o O T O > O
T © 'S L O 5 T Q ©
= T 6§ £ O6f £6
o O m O O a
True v R ! 3 )
Labels | i - L {
o - gy
: 45N e PR -
Random TN g 3 \i ‘ g i)
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Source: Sanity Checks for Saliency Maps


https://arxiv.org/abs/1810.03292

Original Image

Gradient

Gradient-SG

iE T SR
Gradientc Input

Guided C e |

Back-propagation

Source: Sanity Checks for Saliency Maps

' Original Explanation

Don’t trust yourself!

Idea: replace weights with random
one layer at a time (top to bottom)

Cascading randomization
from top to bottom layers

 EEE———

3 mixed_7c

L

- mixed 7b

mixed_7a

mixed_6e

& mixed 6d

" mixed 6¢

O

' mixed_6b

B

mixed_6a

. mixed 5d

mixed 5c

" mixed 5b

. conv2d 4a 3x3
conv2d 3b_1x1

"~ conv2d 2b 3x3

 conv2d 2a_3x3

conv2d 1a_ 3x3


https://arxiv.org/abs/1810.03292

Explanation by optimization

Idea: build an image that maximizes
the activation of a particular neuron
Must read: distill.pub/2018/building-blocks



https://distill.pub/2018/building-blocks/

Explanation by optimization

Idea: build an image that maximizes
the activation of a particular neuron
Must read: distill.pub/2018/building-blocks

More:
https:/Idistill.pub

https:/Ipoloclub.github.io
https:/Ikarpathy.github.io


https://distill.pub/2018/building-blocks/
https://distill.pub/
https://poloclub.github.io/
https://karpathy.github.io/

Explanation by design

Idea: design architecture to be interpretable

hidden layer activations



encoder
X % fx 0

Explanation by design

Idea: design architecture to be interpretable

hidden layer activations



encoder
X % fx 0

Explanation by design

Idea: design architecture to be interpretable

hidden layer activations



encoder
X % fx 0

Explanation by design

Idea: design architecture to be interpretable

average
class

hidden layer activations

] “Cat"



Explanation by design

Idea: design architecture to be interpretable

Prototype objects and answers: (xo,yo),...,(&N,yN)

e<f(x,theta),f(fci,theta)>

Attention” weights: a(x,xi)zzy_ et 3 thra)

Prediction by averaging: yrUx)=2, Jralx, )



Explanation by design

Idea: design architecture to be interpretable

Prototype objects and answers: (xo,yo),...,(&N,yN)

e<f(x,theta),f(fci,theta)>

“Attention” weights: a(x,x;)=
J ( l) ZN e<f(x,theta),f()?j,theta)>
j=0

pred
Read more: KNN Z ro
arxiv.org/abs/1703.05175 Read more: Linear
arxiv.org/abs/1803.04765 arxiv.org/abs/1705.08078
arxiv.org/abs/1809.02847 arxiv.org/abs/1806.07538



The guestion of trust

Is my model certain about what it says?
Is there something wrong with this input?
Can | rely on this prediction?



Types of uncertainty

example: binary classification



Types of uncertainty

example: binary classification

linear classifier



Types of uncertainty

Statistical (aleatoric) uncertainty
“I know there’s randomness”

i

linear classifier



Types of uncertainty

Statistical (aleatoric) uncertainty
“I know there’s randomness”

Systematic (epistemic) uncertainty
“I have no idea!”



Types of uncertainty

Statistical (aleatoric) uncertainty
“I know there’s randomness”

7' QO@ C \) 'I \‘
] [ ® ; = [
. p=0.5 ! b=l
IR ;  It's bogus!

4 . 4

Nt Xlinear classifier — “e..___. X

Systematic (epistemic) uncertainty
“I have no idea!”



Uncertainty from dropout

Idea:

measure how robust *p
does your network
perform under noise i =51

—7

—5_

Example (left): —
use dropout and oo I I l 1
estimate variance

Uncertainty for different input images,
source: arxiv.org/abs/1506.02142

il [

Read more in the paper or in a blog post


https://arxiv.org/abs/1506.02142
https://towardsdatascience.com/uncertainty-estimation-for-neural-network-dropout-as-bayesian-approximation-7d30fc7bc1f2

Bayesian Neural Networks

Disclaimer: this is a hacker's guide to BNNSs!

It does not cover all the philosophy and general cases.



Bayesian Neural Networks

Disclaimer: this is a hacker's guide to BNNSs!

It does not cover all the philosophy and general cases.

NN

-0.25




Bayesian Neural Networks

-
N(0.3,0.04) _f{tanh)  N(—0.1,0.043)

\

Bayesian

N(—0.25,0.1) \tanh

P(ylx)

0.3

Regular
NN

¥

0.25




Bayesian Neural Networks

P(ylx)

ldea:
* No explicit weights
e Maintain parametric distribution on them instead!
 Practical: fully-factorized normal or similar

q(6]¢:[u,0]) HN (0w, 0;)

(Y‘X) 6~q(6]0) ( X, 6)



Bayesian Neural Networks

P(ylx)

ldea:
* No explicit weights
e Maintain parametric distribution on them instead!
 Practical: fully-factorized normal or similar

q(6]¢:[u,0]) HN (0w, 0;)

P(y[x)=Ey g5 P ¥1%,6)




Bayesian Neural Networks

P(ylx)

ldea:

* No explicit weights

* Inference: sample from weight distributions, predict 1 “sample”

* To get distribution, aggregate K samples (e.g. with histogram)
 Yes, it means running network multiple times per one X

P(y[x)=Ey g5 P ¥1%,6)




Bayesian Neural Networks

ldea:
* No explicit weights
e Maintain parametric distribution on them instead!
 Practical: fully-factorized normal or similar

q(0]¢:[u,0]) HN (0)u;,0,)
P(y[x)=E, 4 P(y[x,0)

» Learn parameters of that distribution (reparameterization trick)
 Less variance: local reparameterization trick.

(B:argmaX(DExi,yiNdEB ~q(0]¢ ) (yl‘xl’e)

wanna explicit formulae? d = dataset



Evidence Lower bound

f dataset
~KL(q(olo lp (01d)=—[ qlolo) g L 31
(600 dogdO0) oo alelo)-pld)
Ja(0lertog o). pray, =4 90108 o) pfo

§

p(d)

(0

o)

~J a(0lo)[log % 7

[Eq_ 010 log p(d|6)]—K

Ioghkehhood

; —log p(d|6)+logp(d)]

L(q(6]9)|lp(6))+logp(d)

-distance to prior +const



Evidence Lower bound

¢ =argmax(—KL(q(6]¢)llp(6]d)))

argmax ([ E, o, 108 p(d|6)]=KL(q(6]9 )l p (6)))

fit to the data don’t be too
certain




Evidence Lower bound

¢ =argmax(—KL(q(6]¢)llp(6]d)))

argmax ([ E, o) log p(d|6)] =KL (q(6]¢ )| p (6)))

Can we perform gradient ascent directly?



Reparameterization trick

¢ =argmax(—KL(q(6]¢)l|p(6]d)))

argmax ([ E, g (o 108 p(d|6)]—KL(q(6]¢)[|p(6)))

Use reparameterization trick simple formula
(for normal q)

What does this log
BNN likelihood P(d|...) mean?

Ee~N(e|M¢,o¢) log p (d|6): EleN(O,l) 108P<d|(M¢+0¢ IP))



Reparameterization trick

¢ =argmax(—KL(q(6]¢)l|p(6]d)))

argmax ([ E,q(q4)l0g p(d|6)] - KL(q(6]¢ )l p(6)))

In other words,
BNN likelihood 2. 4109 Py, pu+ay)

EGNN(8|M¢,0¢) log p (d|6): EleN(O,l) 10gp(d|(pt¢+0¢ lp))



Bayesian Neural Networks

Estimating uncertainty:
1. sample weights several times
2. predict by averaging outputs
3. uncertainty = standard deviation




Read more...

Papers on uncertainty

payesian neural networks: blog post
prior networks: arxiv.org/abs/1802.10501
patchnorm: arxiv.org/abs/1802.04893
dropout: arxiv.org/abs/1506.02142

video stuff: youtube.com/watch?v=HRTfDiggh6CE


https://docs.pymc.io/notebooks/bayesian_neural_network_advi.html
https://www.youtube.com/watch?v=HRfDiqgh6CE

The guestion of trust

How can | explain my model’s prediction?
Why did it make this decision/mistake?
What features does it rely on?

Is my model certain about what it says?
Is there something wrong with this input?
Can | rely on this prediction?

Can | trust this data?
Is something missing?
Is there any bias?



Exploratory data analysis

There should be some TSNE slides
but there won’t cuz you already know TSNE



Exploratory data analysis

How many dimensions can you show on a plot?



Exploratory data analysis

Physics data / images / sound = high dimensional



Dimensionality reduction: PCA

Show the fish )



Manifold learning

ldea: learn representations so that ...



Multidimensional scaling

Example



Stochastic Neighborhood Embedding

Example, add distill.pub url



TSNE

Example, add distill.pub url



TSNE + deep encoder

Example, add distill.pub post



Thank you

Outro text
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