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Adversarial



Example

Consider a task of tuning unknown parameters of the PYTHIA event
generator to a particular set of data.



An approach

Event generator tuning using Bayesian optimization

Philip liten, Mike Williams, and Yunjie Yang

Laboratory for Nuclear Science, Massachusetts Institute of Technology, Cambridge, MA 02139

- make two histogram for each parameter: data; and MCjy;
- use Bayesian Optimization on the objective function:

o ing (data, - MC,-)?

=1 Udata 7 + UMC 7



Adversarial

Notation:

- parameters ¢ of the PYTHIA define a distribution pg = p(- | ) on events;
* Daata. real distribution;
- consider both distributions as intractable and can only be sampled from.

Adversarial objective can be used instead *:

0* = arg min Jensen-Shannon(pg, pgata) = arg max m}n [cross—entropyf(pg, pdata)]
0 0

* Any other statistical distance (e.g. Wasserstein) can be also used.



Why adversarial objective

- sufficiently powerful discriminator does not create 'fake’ minima:

Jensen-Shannon(pg, pdata) = 0 <= Py = Pdata

- prior knowledge can be expressed via the choice of discriminator, e.g.:

- architecture and regularization for neural networks;
- feature engineering for tree-based algorithms.



Optimization




Black-box

Differences from GAN:

- non-differentiable generator;
- thus, black-box optimization;
- hence, discriminator can be non-differentiable as well (e.g. tree-based).



Bayesian Optimization example

3:

4:

5:

6:

7:

1: initialize Bayesian Optimization

2. while patience is not ran out do

0 « askBO()
X‘?rain? Xfest A sample(@)
f+ train discriminator on X? . and xreal

£ b [0 Tog XL + X7 log(1 - fAXier)]
tellBO(0,log2 — L)

8. end while




Adversarial Variational Optimization




Motivation
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Exact match between generator and real data may not exist:
- search for solution as mixture of generators defined by ¢( | ¥):
zr~p(z|0), 0~ qb])

or

z~ p(z]Y)



Variational

The formal problem statement:

1
L = = E Io + E log(l— ;
AP g f(X) E g(1 - f(X))

* = argmax min L;
W f

- zis now sampled from a compound distribution;

- optimization is done by distribution parameters % (and not by generator
parameters 0).



Gradient estimation

VLl = Vw% L~¢I(Ez|w) logf(X)] =
;vw/e/dedxp(ﬂ 0)q(8 | ¥)log f(X) =
;/e/zdﬁdac p(z| 0)Vyq(O | ¥)log (X) =
5 [ [ s nie 1006 | 0)V s log a0 | ) los ) =

1
- E logf(X)-Vylogq(@
3 oy 108X - Vi log 4(0 | )
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Variational

The math works almost exactly as in Variational Optimization:
- discriminator is trained to distinguish samples from ¢(- | ¥) not from
individual generators;

- conventional VO applied to adversarial objective would converge to the
single best generator.

"



Adversarial Variational Optimization

3:

4:

5:

6:

7:

1. initialize q(- | ¥)

2: while not bored do

sample Xirain from é(z | ¥)
f <« train discriminator on Xgain and Xrea!

train

Xiest < Sample from ¢(z | ¥)

VL e 5 3 g f(Xfes) - Vi log g(6 | )
0 < Adam(V L)

8. end while
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Summary




Summary

- adversarial objective can be utilized for non-differentiable generators;
- which allows to tune MC models to real data;

- it is possible to find a solution as a mixture of generators.
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