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The overwhelming hadronic environment of the LHC
HL-LHC: Linst = 1035cm−2s−1 = 0.1 pb−1 s−1 = 30 kHz of dijet events
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Hadronic final states: major part of LHC physics program

Physics may be compromised due to trigger & data proc. limitations
Even if we can trigger, offline data management may be a bottle-neck
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Triggering on complex hadronic final states

Go GLOBAL: global feature extraction trigger (gFEX) for ATLAS Run 3

Goal
analyze event-level features for
characteristics of moderate pT
(∼100’s of GeV) signatures of
new and key physics processes

Strategy
input entire calorimeter onto a
single trigger board

Tactics
coarse towers (0.2×0.2)

state-of-the-art FPGAs

MPSoC for control,
additional processing
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gFEX Performance for Run 3

Signal: e.g. boosted tops
Compare to Run 2 triggers
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gFEX can efficiently identify jet structure at 300 GeV!
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The gFEX trigger design
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Implement new algorithms using state-of-the-art FPGAs + SoCs
Image-like event format is well-suited for computer vision & ML
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gFEX Design: Virtex 7 & Zynq UltraScale+

Zynq MPSoC
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2.3 Tb/s of calorimeter data received by gFEX
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gFEX Design: Virtex 7 & Zynq UltraScale+
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gFEX already recorded Stable Beams data in Run 2!

gFEX recorded data Stable
Beams data on Oct 16, 2018!

Calorimeter back-end system is
a prototype for the Phase I/II
upgrade (Run 3 & 4)
This is a major milestone, but
there is certainly more to come
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Run 3 ideas for Run 4 reality: Global Event Processor

Michael Begel

● Maximize physics potential by concentrating event data in a single location
○ requires one system to transport data and one to process event
○ serial data (per BC) sent to Global Trigger are time multiplexed by a Multiplexer board (Mux)
○ Mux transports data to one of many Global Event Processors (GEP) to run trigger algorithms
○ GEP interface with CTP & RoIE (via Demultiplexer?)
○ all interfaces under discussion

Serial-to-Time Multiplexed Architecture

5

Serial-to-Time Multiplexing
● N inputs in 1 BC → 1 output in N 

BC
● input multiplicity driven by 

latency
● output multiplicity driven by 

number of data sinks
● inputs & outputs can have 

different link speeds

L0 & L1 trigger within same electronics module

Receives trigger object information from all systems (jets, electrons, muons,
timing, and possibly tracks). Makes global trigger decision about the event.

Built from a common module with both a Zynq and two processor FPGAs.
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Run 3 ideas for Run 4 reality: Hardware Track Triggers
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5.4.5 Hardware-based Tracking for the Trigger Subsystem
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Figure 5.10: Overview diagram of the HTT system showing interconnections within HTT units and
with the HTTIF.

Table 5.8: Summary of characteristics and size of the HTT system.
HTT

rHTT minimum track pT 2 GeV
rHTT Input rate 1 MHz @ 10%
gHTT minimum track pT 1 GeV
gHTT Input rate 100 kHz
Number of HTTIF 48 (to be revisited)
Number of ATCA shelves for AMTPs 48
Total number of AMTPs 576
Total number of AM chips 18432
Number of ATCA shelves for SSTPs 8
Total number of SSTPs 96
Power estimate per TP 300 W

that will perform tracking in a specific h � f region of the track parameter phase space.
Table 5.8 gives an overview of the main characteristics and size of the HTT hardware.

R&D of the Phase-II AM ASIC based on 28 nm technology is already underway. A first
prototype called Associative Memory 07 prototype ASIC (AM07) has been recently re-

119

Regional tracking at 1 MHz and global tracking at 100 kHz accomplished
with associative memory ASICs (AMTP) with tracking in FPGAs (SSTP)
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Convolutional neural networks (CNN) for jet identification

⌘ �

b
ea

m

pre-process

convolutional layer

max-pooling

dense layer

quark jet

gluon jet

| {z }
⇥3

Figure 2: An illustration of the deep convolutional neural network architecture. The first

layer is the input jet image, followed by three convolutional layers, a dense layer and an

output layer.

The maxpooling layers performed a 2⇥2 down-sampling with a stride length of 2. The dense

layer consisted of 128 units.

All neural network architecture training was performed with the Python deep learning

libraries Keras [47] and Theano [48] on NVidia Tesla K40 and K80 GPUs using the NVidia

CUDA platform. The data consisted of the 100k jet images per pT -bin, partitioned into 90k

training images and 10k test images. An additional 10% of the training images are randomly

withheld as validation data during training of the model for the purposes of hyperparameter

optimization. He-uniform initialization [49] was used to initialize the model weights. The

network was trained using the Adam algorithm [50] using categorical cross-entropy as a loss

– 8 –

Komiske, Metodiev, Schwartz
(arXiv:1612.01551)

Effectively the same CNN from Komiske,
et al. can be used for top-tagging, using
either high-level observables or jet images.

Moore, Nordström, Varma, Fairbairn
(arXiv:1807.04769)

(CNNs here use 4 layers, 64 filters in the conv. layers, and 128 node dense layer.)
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Teaching the machines to learn! ML on MPSoCs & FPGAs
There is a significant benefit to
modern MPSoC devices:

Execute high-level applications
on CPU/RPU
Perform low/fixed latency
operations on FPGA
Offload simple vector/matrix
operations to GPU

And we can execute complex ML
applications using CNN directly on
these devices!
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Proof-of-principle with the gFEX Zynq: ResNet-50
Implement ResNet-50 neural network for image classification on our Zynq
UltraScale+ MPSoC for gFEX
→ Dramatically larger network!

→ Thousands of filters

→ ∼10 billion operations!!

→ merely a Proof-of-principle
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Work conducted by Emily Smith (grad student),
in collaboration with Giordon Stark (UC Santa Cruz)

and two UChicago undergraduates Jack Huang, Ben Warren.
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Proof-of-principle with the gFEX Zynq: ResNet-50

Image processing at the level of O(ms), expected to decrease to O(µs) for jet
network and 30× 30 “images” (i.e. gFEX events).
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Outline

1 Challenges of the Energy and Luminosity Frontier

2 ATLAS Phase I & II Hadronic Trigger Systems

3 Machine learning using FPGAs and MPSoCs

4 Summary and conclusions
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Summary

Major challenge to measurements and searches in hadronic final states
at the future LHC will be triggering and data management
Run 3 trigger systems (gFEX) have unique and novel capabilities as
part of both baseline design and ML on MPSoC & FPGAs

Co-processor applications using FPGA+CPU+GPU would be very
interesting!

Clear opportunities for the Phase II trigger system in terms of
hadronic final state physics, tracking, and more for the trigger system
currently planned

There is much to be explored in Hardware-based Track Triggers for HLT!

Strong involvement with scalable systems, hardware accelerators,
and even data management plans for the “offline” world may be
essential to realize gains further in physics potential
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Outline

5 Bonus material

D.W. Miller (EFI, Chicago) Machine Learning for Future Triggers Systems January 15, 2019 1 / 10



Appendix
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gFEX prototypes and production boards

Prototype (1×VU9P + 1×ZU19) used
for integration and commissioning at
CERN since Q1 2018.

Final board (3×VU9P + 1×ZU19)
delivered to CERN on 25 June, 2018, 5
years from proposal to delivery!

Installation ∼now, ready for Run 3
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gFEX Multi-Processor System-on-Chip: Zynq Ultrascale+
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gFEX Virtex 7 Ultrascale+ Processor FPGAs

© Copyright 2017 Xilinx
.

Virtex® UltraScale+™ HBM (VU+HBM): Key Features

Page 6

4GB 

Density per HBM
(4H x 8Gb)

230 GB/s
Bandwidth per HBM

1024 IO @ 1.8 GTps

Base 16nm FPGA Platform
(GTY, DDR4, URAM, CMAC)

Hard Memory Controller 
for HBM

PCIe Hard IP
with CCIX TL

Hard AXI Switch for 
Unified and Flexible Addressing
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gFEX Multi-Processor System-on-Chip: Zynq Ultrascale+

D.W. Miller (EFI, Chicago) Machine Learning for Future Triggers Systems January 15, 2019 6 / 10



gFEX Multi-Processor System-on-Chip: Zynq Ultrascale+
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Zynq Ultrascale+ Processors

64 bit ARM quad-core processor
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Processor and Zynq FPGA comparison for gFEX boards

Processor FPGA Zynq
gFEX version v1 v2/v3 v3/v4 v1/v2 v3/v4
FPGA type VX690T VU160 VU9P Z7045 ZU19
Logic Cells (M) 0.7 2.0 2.6 0.4 1.1
CLB (M) 0.9 1.9 2.4 0.3 1.0
Total RAM (Mb) 52.9 115.2 345.9 17.6 70.6
DSP slices (K) 3.6 1.6 6.8 0.4 2.0
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Global Event Processor Information

Zynq MPSoC also available on future Phase II trigger system.
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Industrial neural networks and ResNet-50
From Canziani, Culurciello, Paszke “An Analysis of Deep Neural Network Models for Practical
Applications” (arXiv:1605.07678)

Under review as a conference paper at ICLR 2017

Figure 5: Memory vs. batch size. Maximum sys-
tem memory utilisation for batches of different sizes.
Memory usage shows a knee graph, due to the net-
work model memory static allocation and the variable
memory used by batch size.

Figure 6: Memory vs. parameters count. De-
tailed view on static parameters allocation and cor-
responding memory utilisation. Minimum memory
of 200 MB, linear afterwards with slope 1.30.

Figure 7: Operations vs. inference time, size / parameters. Relationship between operations and inference
time, for batches of size 1 and 16 (biggest size for which all architectures can still run). Not surprisingly, we
notice a linear trend, and therefore operations count represent a good estimation of inference time. Furthermore,
we can notice an increase in the slope of the trend for larger batches, which correspond to shorter inference
time due to batch processing optimisation.

3.4 MEMORY

We analysed system memory consumption of the TX1 device, which uses shared memory for both
CPU and GPU. Figure 5 shows that the maximum system memory usage is initially constant and
then raises with the batch size. This is due the initial memory allocation of the network model —
which is the large static component — and the contribution of the memory required while processing
the batch, proportionally increasing with the number of images. In figure 6 we can also notice that
the initial allocation never drops below 200 MB, for network sized below 100 MB, and it is linear
afterwards, with respect to the parameters and a slope of 1.30.

3.5 OPERATIONS

Operations count is essential for establishing a rough estimate of inference time and hardware circuit
size, in case of custom implementation of neural network accelerators. In figure 7, for a batch of
16 images, there is a linear relationship between operations count and inference time per image.
Therefore, at design time, we can pose a constraint on the number of operation to keep processing
speed in a usable range for real-time applications or resource-limited deployments.

4

Under review as a conference paper at ICLR 2017

Figure 1: Top1 vs. network. Single-crop top-1 vali-
dation accuracies for top scoring single-model archi-
tectures. We introduce with this chart our choice of
colour scheme, which will be used throughout this
publication to distinguish effectively different archi-
tectures and their correspondent authors. Notice that
networks of the same group share the same hue, for
example ResNet are all variations of pink.

Figure 2: Top1 vs. operations, size / parameters.
Top-1 one-crop accuracy versus amount of operations
required for a single forward pass. The size of the
blobs is proportional to the number of network pa-
rameters; a legend is reported in the bottom right cor-
ner, spanning from 5⇥106 to 155⇥106 params. Both
these figures share the same y-axis, and the grey dots
highlight the centre of the blobs.

single run of VGG-161 (Simonyan & Zisserman, 2014) and GoogLeNet (Szegedy et al., 2014) are
8.70% and 10.07% respectively, revealing that VGG-16 performs better than GoogLeNet. When
models are run with 10-crop sampling,2 then the errors become 9.33% and 9.15% respectively, and
therefore VGG-16 will perform worse than GoogLeNet, using a single central-crop. For this reason,
we decided to base our analysis on re-evaluations of top-1 accuracies3 for all networks with a single
central-crop sampling technique (Zagoruyko, 2016).

For inference time and memory usage measurements we have used Torch7 (Collobert et al., 2011)
with cuDNN-v5 (Chetlur et al., 2014) and CUDA-v8 back-end. All experiments were conducted on
a JetPack-2.3 NVIDIA Jetson TX1 board (nVIDIA): an embedded visual computing system with
a 64-bit ARM R� A57 CPU, a 1 T-Flop/s 256-core NVIDIA Maxwell GPU and 4 GB LPDDR4
of shared RAM. We use this resource-limited device to better underline the differences between
network architecture, but similar results can be obtained on most recent GPUs, such as the NVIDIA
K40 or Titan X, to name a few. Operation counts were obtained using an open-source tool that we
developed (Paszke, 2016). For measuring the power consumption, a Keysight 1146B Hall effect
current probe has been used with a Keysight MSO-X 2024A 200 MHz digital oscilloscope with a
sampling period of 2 s and 50 kSa/s sample rate. The system was powered by a Keysight E3645A
GPIB controlled DC power supply.

3 RESULTS

In this section we report our results and comparisons. We analysed the following DDNs: AlexNet
(Krizhevsky et al., 2012), batch normalised AlexNet (Zagoruyko, 2016), batch normalised Network
In Network (NIN) (Lin et al., 2013), ENet (Paszke et al., 2016) for ImageNet (Culurciello, 2016),
GoogLeNet (Szegedy et al., 2014), VGG-16 and -19 (Simonyan & Zisserman, 2014), ResNet-18,
-34, -50, -101 and -152 (He et al., 2015), Inception-v3 (Szegedy et al., 2015) and Inception-v4
(Szegedy et al., 2016) since they obtained the highest performance, in these four years, on the
ImageNet (Russakovsky et al., 2015) challenge.

1 In the original paper this network is called VGG-D, which is the best performing network. Here we prefer
to highlight the number of layer utilised, so we will call it VGG-16 in this publication.

2 From a given image multiple patches are extracted: four corners plus central crop and their horizontal
mirrored twins.

3 Accuracy and error rate always sum to 100, therefore in this paper they are used interchangeably.

2

“operations count represent a good estimation of inference time.”
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