
Belle II Update
Dr. Silvio Pardi

INFN

LHCONE Meeting 

Umeå (SE) 4 June 2019









CURRENT RESOURCE USAGE 

Å 9PB available on the main Storage Elements (7 PB used)

Å 62 Sites used in the last 12 Months

Å Up to 27k Running jobs



Volume Transferred / Number of Transfers 

Up to 125k FTS Transfer managed in a day 





CURRENT LHCONE USAGE AT KEKCC (40 Gbps )



2° RAW Data Copy

Replication Strategy

Year 2018- 2020 2021-2024

USA 100% 30%

Italy 0% 20%

Germany 0% 20%

France 0% 15%

Canada 0% 15%
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Data Challenge 2019

TEST MAY 2019

Test the connection between KEK and EU Raw Data Center through the new 

100G link Tokyo-Amsterdam. 

Test the connection between KEK and IN2P3 through the new 40Gb peering 

RENATER-GEANT.

Complete the test KEK vs UVIc.

Test KEK connection vs EU through GEANT DTN

INVOLVED SITES: CNAF, DESY, IN2P3, KIT, KEK, UVIc, NAPOLI, 

SIGNET, GEANT  DTN Service



KEK vs EU

KEK-> EU (FTS job with multiple destinations

CNAF,DESY, KIT, IN2P3, Napoli and SIGNET)

Max 35.83 Gbps with 16 streams

Average 13.5 Gbps

EU->KEK (FTS job with multiple source

CNAF,DESY, KIT, IN2P3, Napoli and SIGNET)

Max 34.87 Gbps with 16 streams

Average 11.8 Gbps



KEKCC - LHCONE 40G

UP to 88% of the Bandwidth



KEK vs IN2P3
KEK-> IN2P3 - max 12.4 Gbps with 96 file and 16 streams

Average 4.1Gbps

IN2P3->KEK ïmax 12.4 Gbps with 97 file and 16 streams

Average 6.6Gbps

LHCONE: GEANT-SINET 21/05/2019

New results improve the 

previous tests done in 

October 2018
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KEK vs UVIc
Involved sites KEK, UVIc

KEK-> UVIC - max 13.5 Gbps with 43 files and 16 streams

Average of the day 5.6Gbps

Around 12.8 Gbps
Around 14.4 Gbps

STORAGE NETWORK AT UIVc
KEKCC LHCONE CONNECTION



Current Results vs Estimated Requirements for RAW 
DATA Movement (Gbps)

FROM KEK

DC 2018/19 

Peak

(Gbps)

Requirement for 

RAW Data 

(Average Throughput) 

Gbps

Goal: 5 X Average 

Throughput

(Gbps)

ITALY (CNAF) 20.8 1.2 6

GERMANY (KIT/DESY) 21 1.2 6

FRANCE (IN2P3) 12.4 1 5

USA (BNL) 35.5 1.8 9

CANADA (UVIC) 13.5 1 5

KEK to EU 35.8 3.4 17

Max KEK in Outbound 35.8 6.2 31



Belle II RAW Data Centers IPv4 Throughput Belle II RAW Data Centers IPv4 Latency 

Perfsonar MADDASH of RAW Data Centers





Some of the people involved in different aspects of 
Network Data Challenge 2019 and support for the Network aspects

BNL (Hiro Ito)

CNAF (Lucia Morganti, Stefano Zani, Vladimir Sapunenko)

DESY (Andreas Gellrich)

GARR (Marco Marletta)

GEANT ( Domenico Vicinanza)

IN2P3 (Jerome Bernier, Laurent Caillat, Ghita Rahal, Karim Trabelsi)

KEK (Soh Suzuki, Go Iwai)

KIT (Bruno Hoeft, James Kahn)

RENATER (Laurent Gydé)

SIGNET (Marco Bracko)

UIVc (Marcus Ebert, Robert Taylor, Rolf Seuster)

Perfsonar Team (Shawn McKee, Marian Babik)

Several other people

mailing list belle2 -wan-networking@belle2.org (57 members )  THANK YOU TO ALL THE PARTICIPANTS

mailto:belle2-wan-networking@belle2.org


BACKUP 

SLIDES





SINET 100G RING

Å JP-EU link upgrade from 2x10G to 1x100G  -Feb. 2019 (Tokyo to Amsterdam on NetherLight + L3 Peering GEANT-SINET)

Å JP-NY link replaced by LA -NY 100G link . March 2019

Å New Trans -Atlantic NY -EU 100G March 2019

Å https://www.nii.ac.jp/news/release/2019/0301.html

Å meetings.internet2.edu/media/medialibrary/2019/03/07/20190307-nakamura-SINET.pdf

Å https://www.geant.org/News_and_Events/Pages/100Gbps-ring-connection-around-the-globe-supercharges.aspx

https://www.nii.ac.jp/news/release/2019/0301.html
https://meetings.internet2.edu/media/medialibrary/2019/03/07/20190307-nakamura-SINET.pdf
https://www.geant.org/News_and_Events/Pages/100Gbps-ring-connection-around-the-globe-supercharges.aspx


20 Gbps LINK via LONDON

NEW 100Gbps LINK VIA AMSTERDAM

Latency Drop between KEK (JP) perfsonar and KIT (DE) perfsonar from 91ms to 82ms one way 



UPGRADE UP TO 40Gbps
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