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Goal 

•  To implement a feature in PyECLOUD making 
it possible to save checkpoints of the 
simulation at regular time intervals 

•  Make the simulation automatically start from 
the saved checkpoint if it exists 
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How does it work? 
•  The checkpointing feature is included with version 

7.6.0 of PyECLOUD 

•  To start a simulation from a checkpoint two things 
are needed: 

1.  A simulation state containing a snapshot of all 
simulation parameters 

2.  A file containing the history of the simulation up until 
the snapshot (the usual PyECLOUD output file) 
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How does it work? 

•  Four new simulation input parameters 
 

These should be 
unique to each 
simulation 
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How does it work? 

An example input file: 
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How does it work? 
•  The code always checks for a saved checkpoint 

to restart from if checkpoint_DT and 
checkpoint_folder are specified 

•  If checkpoint_DT is specified but not 
checkpoint_folder the simulation wont run 

•  copy_main_outp_folder does not have to be 
specified for the simulation to run, in case it isn’t 
the code will look for an output file in the local 
folder 
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Reloading from  
checkpoint 

How does it work? 
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Starting at pass 74 

How does it work? 
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How does it work? 
Something to keep in mind: 

•  After saving a new checkpoint the previous 
checkpoint is automatically deleted 

•  If the simulation crashes before it has time to 
delete the previous checkpoint there will be two 
saved checkpoints 

•  This results in the code not knowing which 
checkpoint to restart from 

•  It is then up to the user to decide which 
checkpoint is best to use 
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Comparison with previous 
simulations 
e-cloud simulation setup of previously done 
simulations: 

•  450 GeV beam energy 
•  1.1 ×1011 p/bunch beam intensity 
•  Standard 25 ns beam 
•  No magnetic field 
•  Uniform initial electron density 
•  SEY scan: 1.0 - 1.8 
•  Bunch length scan: 0.7 - 1.8 ns 
•  Circular chamber with radius of 40mm 

Presented on 
electron 
cloud 
meeting #62 
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Comparison with previous 
simulations 
New simulations: 

•  Same simulation parameters as before except 
scanning fewer parameter values 

•  SEY values: 1.2, 1.5, 1.8 
•  Bunch lengths: 0.8, 1.2, 1.6 
•  These 9 new simulations were run on HTCondor 
•  All nine simulations were killed and restarted at 

some point 
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Comparison with previous 
simulations 

•  Simulation 
was killed here 

•  Upon restart it 
continues as if 
nothing 
happened 
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Comparison with previous 
simulations 

•  New 
checkpointed 
simulations 
agree with 
previous 
simulations 
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Summary 

•  A checkpointing feature was implemented 
in the PyECLOUD code 

•  The feature makes it easy to restart 
crashed simulations from the latest saved 
checkpoint 

•  Four new simulation input parameters 
•  It is included in version 7.6.0 


