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Elasticsearch service at CERN
User perspective

Ongoing work
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Elastic ecosystem
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Structure of a cluster
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Centralised Elasticsearch in numbers

« 30 shared clusters
« 160 dedicated aliases
- 250 data nodes

« 5000 cores
-« 500TB SSD

- 600 TB disk servers IR N
- 200 extra nodes e A AN =

« 800 cores

- 4.5 kHz access rate Number of documents per cluster




Other plugins offered

- Elasticsearch:
« ReadOnlyRest: index level security
- SQL

- Kibana:
«  Own home: multi tenancy

« 3 in-house visualizations: relational filter, list of indices, logout.
Available on GitHub

- Other applications:
Curator: cleanup old data
-  Template management: git repo for index templates
Kibana backup: copy documents to git



https://readonlyrest.com
https://github.com/wtakase/kibana-own-home
https://github.com/cernops

Service deployment

Virtual machines on openstack
Multiple tenants for high availability

Puppet managed
Cluster definition and settings on yaml|
Ruby code

Service operated by 1 FTE, spread over
multiple people




Client requests a cluster:

CERN Service Portal

easy access to services at CERN

Request an Elasticsearch Instance Print (3 Attach file o so0
Home News ~ Service Information v Navigate Catalogue -~ Contacts My

This form allows you to request access to Elasticsearch ressources from the CERN IT Infrastructure services.
Before asking for access, phease get In touch with the menitoring leam 1o check If your use case can be satisfled with the central monitoring as well. This is much easier to set up, and the prefered way.

Please visit hitpsc/jcern.chiesdacs for further information.

— . - - Project
Catalog navigation & Centralised Elasticsearch Service / "
& 1T Services ) b Moreinformation
@ IT Infrastructure Services Ava“abmty= 0 Go to history. Hone []
GJ ACRON Service . X i
Central service provided by the IT department around Elastil . Justifcation of non usage of the general manitoring infrastruchure

Q‘a Centralised Elasticsearch

Service
& Configuration Management Elasticsearch is the most popular enterprise search engine b
Service source under the terms of the Apache License. It provides a
X - R 4 Use Case descriptian (max 300 chars
&5 Linux Operating System text search engine with an HTTP web interface and schema- s ———

‘29 Load Balancing Services

& messaging Service Actions
&5 Monitoring Service Request Request an Elasticsearch Instance
o o
e ) Request Submit a request Instance Specification
@ Server Provisioning Service - .
Report issue | Report an incident Quoea (including replicas, in G8)

100

4 Owner primary scoount  Responsible egroup

4 Go to catalog structure page

# Desred pref (na secisl character, a space] |




The client gets

Documentation
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https://cern.ch/esdocs
https://cern.ch/esdocs

| essons learned

. Use SSD only whenever possible
«  Cluster speed defined by slowest node

. Find sweet spot of # nodes
« Issues with large clusters (>20 data nodes)

.  Keep # indices/shards under control
« Aim for ~10 GB shard size

IV. Reindexing is expensive

V. Beware of closed indices
« Not replicated




Lessons learned (ll)

vl. Index level security on shared clusters easy
- Difficult to ensure isolation of clients

Vil. Elasticsearch can guess data types
- Better if already defined: index templates

viil. Beware of large queries
« Aggregations easily add up

IX. Need close communication with clients

Service Now, Mattermost

X.  Plenty of parameters to tune/monitor
«  Need for advanced monitor




Ongoing work

- Service anomaly detection
« Transitionto ES 7.X

- Accounting
- Evaluation of Open Distro Elasticsearch

Including change of security model
And container based solution



http://cds.cern.ch/record/2687328?ln=en
https://opendistro.github.io/for-elasticsearch/

Centralised Elasticsearch service

Providing dedicated aliases on shared clusters
30 cluster, 160 endpoints, 500 TB SSD

Using exclusively Open Source components
Full isolation is challenging

Automated management with puppet
Operated by 1 FTE

Monitoring and recovery actions are crucial







