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ALICE (A Large Ion Collider Experiment), one of the large LHC experiments, is currently undergoing a sig-
nificant upgrade. Increase in data rates planned for LHC Run3, together with triggerless continuous readout
operation, requires a new type of networking and data processing infrastructure.

The new ALICE O2 (online-offline) computing facility consists of two types of nodes: First Level Processors
(FLP): containing a custom PCIe cards to receive data from detectors, and Event Processing Nodes (EPN): com-
pute dense nodes equipped with GPGPUs for fast online data compression. FLPs first buffer the detector data
for a time interval into SubTimeFrame (STF) objects. A TimeFrame then aggregates all corresponding STFs
from each FLP into the TimeFrame (TF) object, located on a designated EPN node where it can be processed.
The data distribution network connects FLP and EPN nodes, enabling efficient TimeFrame aggregation and
providing a high quality of service.

We present design details of the data distribution network tailored to the requirements of the ALICE O2
facility based on the InfiniBandHDR technology. Further, wewill show a scheduling algorithm for TimeFrame
distribution from FLP to EPN nodes, which evenly utilizes all available processing capacity and avoids creating
long-term network congestion.
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