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Problem
* Grid was built around
globus toolkit
* January 2018, the Globus Globus Toolkit® Version 5 (GT5)

team stopped supporting
the open source Globus

Toolkit included GridFTP

* End of 2018 maintenance
and security patches

stopped too -
* WLCG still uses - Managemen

* GridFTP, GSI, MyProxy

GRAMS

everal services and
clients affected

* not only storage
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Third Party Copy

* WLCG experiment data transfers built around GridFTP
and GSI

* Bulk transfers done with Third Party Copy (TPC)

* Request to move data from site A to site B

Third Party Copy
Client
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Storage site A data transfer Storage site B
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DOMA TPC WG

* WLCG DOMA subgroup for TPC was decided at CHEP
2018.

* Goal 1s to have a working alternative to GridFTP at all
sites.

* (Candidate protocols: xrootd and http
* Several services and clients involved

* DPM, StoRM, dCache, XrootD, EOS, ECHO, Dynafed
* Rucio, FTS
* (Gfal2, fts-client, storm-srm

Required participation of a lot of people

* Experiments, sites, storage, data management, clients
developers
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Stages

hase 1: Ensure all storage implementations have a valid

ternative in production

hase 2: Ensure rollout of non gridftp protocol at all sites

with >3PB
* Phase3: Rollout to remaining WLCG sites.
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Development

* Authorization

* Xrootd: delegation

* user proxy rather than servers or robot proxies
* Http: tokens

* In place of x509 proxy
* Both simplify sites configuration and deployment

* Not necessary to install public keys
* Checksums

* Some storage implementations missed it
* Compatibility between storages

* Different implementations talk to each other

* Common http headers, dcache/xrootd delegation

* Clients and servers have necessary features
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Testing infrastructure

* Rucio instance + FTS dev specifically for DOMA TPC tests
* 36 sites (testbeds, prod or both)
* All sites participating are added with the supported protocols

* Functional: a small file every few hours for each pair of
storages for each protocol

* Any type of storage allowed
* Prod and testbeds

 Kibana monitor

* Heatmap for each protocol

* Http had to be split in two

SSSSSS

* Too many sites



https://twiki.cern.ch/twiki/bin/view/LCG/ThirdPartyCopy#Sites_and_contacts
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Stress tests
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e Still done with rucio but on a smaller number of sites

Volume Transfered

* Stable storages with up-to-date storage midleware

* 1 TB transferred repeatedly between each pair of sites to

simulate larger transfers
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Smoke tests

* Simpler scripts to run atomic tests

* Results are not polluted by fall back solutions
* push/pull, tpc/streaming
* Capturing more diagnostic information

* scripts runs several different tests to probe for different failure
modes

* Flexibility to test specific end points when it 1s needed

* We run such tests for each protocol every night and get a
detailed summary report

PROBLEMATIC ENDPOINTS

SCORE  ENDPT TYPE up SRC DST DN
16 CERN-EOS EOS F - F F 0/4
’ 16 SLAC XrootD F - F F 0/4
4 RAL-LCG2 Echo F - F F 0/4
0 CALTECH HDFS p p F p 3/4
0 BNL dCache F - F F 0/4

ERROR DETAILS

| P. Millar, A. Rossi 9
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Where are we?

* Phase3: large scale deployment
* All storages need to be upgraded to the latest version
* Major upgrade campaign

* DPM and dCache have dedicated WLCG ops task forces to
push the upgrade and help with new configuration

* FTS need to be upgraded too
* FTS/gtal2/xrootd and davix and new library to support tokens
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Experiments activities

* USCMS has a target of 30% of production traffic done with a
non-GridFTP protocol

* at one site (Fermilab) by February 2020 using phedex

* ATLAS enabled TPC functional tests on its production
infrastructure

* TPC sites + Tls

* requires upgrade of storage + FTS

* http streaming hides tpc results
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GSI — Token

* Http protocol authorization developed with bearer token

* Simplest form with storage generated macaroons

* Work connected to WLCG Authz WG

* Feasibility

Third Party Copy
Client

Storage site A
(active)

Storage site B
(passive)
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Stages

hase 1: Ensure all storage implementations have a valid

ternative in production

hase 2: Ensure rollout of non gridftp protocol at all sites

with >3PB
Phase3: Rollout to remaining WLCG sites.

Phase4: Token based authz testbed NEW!
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Phase 4

* Token authorization
testbed

* Since http can now handle
tokens we added also
setting up a testbed for the
full token authorization
chain

* User — IAM — rucio —
FTS — storage | —
storage 2

1AM
0. Acquire Acgbss \ 2. Token Exchange, T1
Token T1 3. Refresh Token, R1
Access Token, T2 & T3 \
~h
OAuth2 OAuth2
client client
Rucio > FTS
1. fts_xfer_submit w,
Access
Token T1 N
HTTP COPY,
Authorize w/ T2,
Provide T3
Storage 1 > Storage 2
HTTP GET,
Authorize w/ T3

B. Bockelmann

14




Conclusions

* Added missing essential features
* Checksums where missing
* Added new authentication methods

* Delegation for xrootd

* Tokens for http
Added functionality to gfal/FTS/... clients

* Setup testing and monitoring infrastructure

* Dedicated FTS and rucio instances

* Involve sites, plug them in and debug problems
* Upgrading sites
* Working on token authz testbed
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Related talks

B. Bockelmann
Third-party transfers in WLCG using HTTP

W. Yang
Xrootd Third Party Copy for the WLCG and HL-LHC

A. Ceccanti
WLCG Authorisation; from X.509 to Tokens

A. Ceccanti
Beyond X.509: token-based authentication and authorization 11
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https://indico.cern.ch/event/773049/contributions/3474402/attachments/1938592/3213446/CHEP19-HTTP-TPC.pdf
https://indico.cern.ch/event/773049/contributions/3474424/attachments/1937827/3211986/Xrootd_Thirty_Party_Copy_for_WLCG_and_HL-LHC.pdf
https://indico.cern.ch/event/773049/contributions/3473383/attachments/1933458/3213658/20191105_CHEP_WLCG_AuthZ_AC.pdf
https://indico.cern.ch/event/773049/contributions/3473393/
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