Reperforming a Nobel Prize
discovery on Kubernetes

Lukas Heinrich, Ricardo Rocha
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ATLAS and CMS discovered the Higgs boson in 2012.

Since then the LHC has released some of their data
publicly.

In this presentation we’ll try to reproduce one of the

main results from CMS Open Data using modern cloud
tools.
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Kubernetes

Spun out of Google as an open source
container orchestration project

Built on lessons from Borg and Omega

BRENDAN BURNS,
BRIAN GRANT,

DAVID OPPENHEIMER,
ERIC BREWER, AND
JOHN WILKES,
GOOGLE INC.

Borg, Omega, and
Kubernetes

LESSONS
LEARNED FROM
THREE CONTAINER-

hough widespread interest ~ MANAGEMENT
in software containers SYSTEMS OVER
is a relatively recent A DECADE

phenomenon, at Google we

have been managing Linux containers at scale for
more than ten years and built three different container-
management systems in that time. Each system was heavily

Loosely coupled collection of components to deploy, maintain and scale workloads

Declarative, Load Balancing, Self Healing, Auto Scaling

Service and Batch Workloads




Borg, Omega, and
Kubernetes

Kubernetes

LESSONS
LEARNED FROM
THREE CONTAINER-

Largest open source project after kernel

GAVID:OBEENEEIER: is a relatively recent A DECADE
phenomenon, at Google we

. . BRENDAN BURNS, hough widespread interest ~ MANAGEMENT
35.000 contributors, 148.000 code commits Tf SYSTEMS OVER

. . ERICEREWER, D have been managing Linux containers at scale for
83-000 pU” requeStS, 1 -1 M CO ntrlbutlons JORNWILKES, " more than ten years and built three different container-

GOOGLEINC.  management systems in that time. Each system was heavily

2000+ contributing companies
Google, RedHat, VMware, Huawei, Microsoft, IBM, Fujitsu, ...
Open community welcome to contributions

Special Interest Groups (SIGs) : Auto-Scaling, Multi-Cluster, Scheduling, ...
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Google Cloud Platform
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Lingua franca of the cloud
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Managed services offered by all major public clouds RRe
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Multiple options for on-premise or self-managed deployments " M:%UM

kubeadm

Common declarative API for basic infrastructure : compute, storage, networking

Healthy ecosystem of tools offering extended functionality
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Cloud Native Landscape

v0.9.9
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This landscape is intended as a map through the
previously uncharted terrain of cloud native tech-
nologies. There are many routes to deploying a
cloud native application, with CNCF Projects
representing a particularly well-traveled path.
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Kubernetes and containers at CERN

Started offering Mesos/DCOS, Swarm and Kubernetes
Now only Swarm and Kubernetes

Kubernetes by far the most popular solution
Spark as a Service, WebLogic, JIRA
INSPIRE-HEP, REANA/RECAST, Jupyter
OpenStack, Batch / Condor

And many others




Containers & Open Data in Science

Work / Tech &tools

CONTAINERS

INTHECLOUD

Standardized platforms allow researchers to run each other’s
software — noinstallation required. By Jeffrey M. Perkel
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Easier evaluation

Docker reduces that to a single command
“Docker really provides reduced friction for
that stage of the cycle of reproducing some-
body else’s work, in which you have to build
the software from source and combine it with
other externallibraries " says Lorena Barba,a

breaking
facility at Bletchley Park, UK), that provides

‘Then there’s Code Ocean, which supports.
both notebooks and conventional scripts in
Python, R, Julia, Matlab and C, among other
languages. Several journals now use Code
Ocean for peer review and to promote com:
putational reproducibility, including titles
from Taylor & Francis, De Gruyter and SPIE.
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“Researcherscanbe
confident that their code will
remainusable, whichever
platform they choose.”
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review; Nature, Nature Protocols and BMC
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Open is not enough
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vasive goals across researc political circles

flows for reproducible and reusable research more widely in other

O pen science and reproducible research have become per-

and funding bodies'. The understanding is that open and
reproducible research practices enable accelerating

and reuse in HEP

future projects and discoveries in any discipline. In the struggle to
take concrete steps in pursuit of these aims there has been much
discussion and awareness-raising, often accompanied by a push to
‘make research products and scientific results open quickl

Although these are laudable and necessary first steps, they
are not sufficient to bring about the transformation that would
allow us to reap the benefits of open and reproducible rescarch.
Itis time to move beyond the rhetoric and the trust in quick fixes
and start designing and implementing tools to power a more
profound change.

Our own experience from opening up vast volumes of data is
that openness cannot simply be tacked on as an afterthought at the
end of the scientific endeavour. In addition, openness alone does
not guarantee reproducibility or reusability,so it should not be pur-
sued asa goal i itself. Focusing on data is also not enough: it needs

To set the stage for the rest of this piece, we first construct a more
nuanced spectrum in which to place the various challenges facing
HEP, allowing us to beter frame our ambitions and solutions. We
choose to build on the descriptions introduced by Carole Goble*
and Lorena A. Barba* shown in Table 1

"hese concepts assume a rescarch environment in which mul-
tiple labs have the equipment necessary to duplicate an experiment,
which essentially makes the experiments portable. In the particle
physics context, however, the immense cost and complexity of the
experimental set-up essentially make the independent and com-
plete replication of HEP experiments unfeasible and unhelpful
HEP experiments are set up with unique capabilities, often being
the only facilty or instrument of their kind in the world; they are
also constantly being upgraded to satisfy requirements for higher

Th Lary

Hadron Collider (LHC) are prominent examples. It is this unique-

tobe accompanied b softwae, wotkﬂowl and explanations,al of
hich

Teearch hf«yde. ready Ier a umdy open release with the oy

ness that makes the data valuable for preservation so
Y comparison,

s asa goal
requires the adoption of new research practices during the data
analysis process. Such practices need to be tailored to the needs
of each given discipline with its particular rescarch environment,
culture and idiosyncrasies. Services and tools should be developed
with the idea of meshing scamlessly with existing research proce-
dures, encouraging the pursuit of reusability as a natural part of
researchers daily work (Fig. 1). In this way, the generated research
products are more likely to be useful when shared openly.

In tackling the challenge of enabling reusable research, we
keep these ideas as our guiding light when putting changes into
practice in our community—high-energy physlc! (HEP) Here, we
illustrate our approach, particularly through our work at CERN,
and present our communitys requirements and rationale. We
hope that the explanation of our challenges and solutions will

d the practical fwork-

P
Our considerations here really begin after gathering the data.
“This means that we are more concerned with repeating of verifying
the computational analysis performed over a given dataset rather
than with data collection. Therefore, in Table 2 we present a varia-
tion of these definitions that takes into account a rescarch environ-
‘ment in wl set-up’ refers to the
of a computational analysis of a defined dataset, and a ‘lab’ can be
thought of as an experimental collaboration or an analysis group.
In the case of computational processes, physics analyses them-
selves are intrinsically complex due to the large data volume and
algorithms involved. In addition, the analysts typically study more
than one physics process and consider data collected under dif-
ferent running conditions. Although comprehensive documenta-
tion on the analysis methods is maintained, the complexity of the
software implementations often hides minute but crucial details,

'CERN, Geneva, Switzerland. Sheffield Universit. Sheffield, UK. *Stuttgart University, Stuttgart, Germany. Helsinki Institute of Physics, Helsinki,Finland.

“Cambridge University, Cambridge,

York, NY, USA. "University of Washington, Seattle, WA, USA. *University of Notre Darme,
IN, USA. nsttuto de Fisica de Cantabria CSIC- uc Sartander, Spain. “Heldehirg Ul gl Gty

Notre Dame,
resent address: DataCite, German

National Library of Science and Technology, Hanover, Germany.
tiborsimko@cern.ch; anatrisovic@cern.c

inland. "e-mail: su




Containers & (Open) Science
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remainusable, whichever
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Our own experience from opening up vast volumes of data is that
openness cannot simply be tacked on as an afterthought at the end of
the scientific endeavour. In addition, openness alone does not
guarantee reproducibility or reusability, so it should not be pursued as
a goal in itself. Focusing on data is also not enough: it needs to be
accompanied by software, workflows and explanations, all of which
need to be captured throughout the usual iterative and closed research

lifecycle, ready for a timely open release with the results.

nature




Challenge: H—4l re-discovery on CMS Open Data

Benchmark analysis based on Open LHC Data.

Goal: Fit it within a live demo for 20-minute Keynote at KubeCon EU 2019
Learn something about cloud-native analysis, reproducibility, Open Data.

Have some Fun. \s=7TeV,L=23f", \s=8TeV,L=11.6fb"

- Dat
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https://www.youtube.com/watch?v=CTfp2woVEkA

Demo



Challenge: H—4l re-discovery on CMS Open Data

what would this look like in a cloud-native approach?
I
SN e

Background Real Data

- Make Plot!

[ 1k
[ o 120 140 160 180
F . (GeV]
- 10__

Event Data 20k+ Core K8s Clusters Summary Data

PR | L H
80 100 120 140 160 180

70 TB of Physics Data  ~25000 Files “
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70 TB Dataset OpenStack Magnum Job Results Interactive

Visualization
25000 Kubernetes Jobs

Aggregation
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Storage

70 TB Dataset Cluster on GKE Job Results
Max 25000 Cores
Single Region, 3 Zones
25000 Kubernetes Jobs
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Data Upload

Initial dataset (opendata) available on /eos

~420MB/s

nnnnn
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”””””” w 2 Network Traffic Received
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~1 day for full dataset transfer, done first to Zurich then to NL

Ingress is free, Ingress is free...



Data Upload

Initial dataset (opendata) available on /eos
Google at Zurich

30068
21160000 271

= dl_higgs-demo = ul_hi

! , Jgle
Tue 00:00 Tue 12:00 Wed 00:00
Avg Max last Max Max M opM
CERN 437.B1M 937.03M 365.1BM / Feak: 937.0354M / Peak: 937.03M
Google 5.06G B.24G 7.BBG / Feak: B.24G !3M / Feak: B.24G

Last update: Tue Oct 22 2019% 22:41:45

Ingress is free, Ingress is free...

2019 05:25:43

1,200M/s
1,000M/s
800M/s
600M/s
400M/s

200M/s

0
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GCP Analysis Run

Kubernetes clusters on GKE ( Managed Kubernetes service on GCP )
Today’s run included
660 nodes: n1-highmem-16, 104 GB RAM

10560 cores, 69 TB RAM

Cluster - Image - Data -
Creation Pre-Pull Stage-In

5 min 4 min 4 min 90 sec




GCP Analysis Run

Network guarantees 2Gb/core up to 16 core nodes ( 32 Gbit per VM ! )
GCS can handle these rates somehow, and we end up bound by local i/o

Ended up using in-memory filesystems to go around this

Zonal Regional
standard
persistent

Regional Zonal
i X SSD Local SSD Local SSD
persistent SSD persistent

: 3 persistent (scsi) (NVMe)
dake disks disks deke

Maximum sustained IOPS

Read IOPS per GB 0.75 0.75 30 30 266.7 453.3

Write IOPS per GB 1.5 1.5 30 30 186.7 240

Read IOPS per instance 3,000 3,000 15,000 - 60,000* 15,000 - 400,000 680,000
60,000*

Write IOPS per instance 15,000 15,000 15,000 - 30,000* 15,000 - 280,000 360,000

30,000*



GCP Analysis Run

Network guarantees 2Gb/core up to 16 core nodes ( 32 Gbit per VM ! )

Network Traffic Sent =
by project id, bucket name (sum) 1 min interval (rate)
200G
’/ 150G
100G/s
50G
/ j N
Ny,

uuuuuu



GCP Pricing

Billing is updated daily, though there are APIs to query for details

Considering a ~10 minutes run it implies (compute table prices, NL region)
$1.043 * 1530/ 6 = $260 (~5x cheaper if using pre-emptibles)

Parking storage cost for the dataset (monthly cost, lots of room for creativity)
$0.020 * 70000 = $1400

Total under $300 usd

Running on credits, no Committed Use or Sustained Compute discounts



Open Questions

A stunt... or could we come up with a usable model?
Technically feasible. What do these technologies imply for LHC computing?

Analysis Models,
Infrastructure,
Funding Models,




Opportunities for Infrastructure

Simplified deployments (Federation), common APIs

Bursting Scale-out to near-arbitrary scales
Auto-scaling

. K8s API F’ed
Access to special hardware Sty
. 1(Microsoft
(FPGAs, TPUs, ...) easily

)
K8s API
K8s
H H Cluster
Integrated into LHC computing f{Ameson) . g
S
) Cluster 1(T-
Systems)
"¢ K8s API
K8s Cluster
Cluster 1(CERN)
1(Google)

K8s
Cluster
1(CERN)

|

K8s API

K8s API
K8s

Cluster
1(CERN)



Opportunities for Analysis Models

Rich gateway to scale-out, adaptive, on-demand computing DASK
out-of-core dataframes

e Many systems natively
integrate w/ k8s
e Rich real-time monitoring

Computations to look at overhead and chunking

How do you move smoothly
Between real-time analysis
and batch/scheduled work?

e Kk8s supports both well




Open Data accessible to everyone at scale

LHC experiments part of growing list of experiments with complex
open data problems: data complexity, data volume. large collaborations.

CM5 planck . IBEBUBE

SOuUTH POLE NEUTRINO OBSERVATORY

%b] ATLAS LIGO .
EXPERIMENT HLICE

Open Data only useful, if it is feasible for external researchers to analyze it .
Demo goal: Show that public cloud can provide required scale on-demand.




[16:01:21] @ /Users/lukasheinrich/Code/awesomedemo/higgs-demo/CMSSW_5_3_32/src $ \root -b

Kkhkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkk
WELCOME to ROOT
Version 5.32/00 2 December 2011

You are welcome to visit our Web site
http://root.cern.ch

* X X X X % % *
* % X X X X * X

kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkk

ROOT 5.32/00 (branches/v5-32-00-patches@42372, Jun 10 2014, 18:26:00 on linuxx8664gcc)

CINT/ROOT C/C++ Interpreter version 5.18.00, July 2, 2010

Moving to Cloud-based technologies:
analysis preservation as a by-product

Beyond a VM: Containerized CMSSW
~decade old software to reproduce results

cmsopendata/cmssw_5_3_32

‘ By cmsopendata ¢« Updated 4 months ago




Effective re-use of HEP analysis to generate new
science results based on archived software.

Only possible through container-based workflows

exposed to the user

reana

recast

T T T T T

- ATLAS Preliminary
. V5=13TeV,79.81b "

© s(bb) + Ef'ss: dark Higgs model
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Conclusions

Demonstrated Tbps analysis of CMS Open Data.

Modern cloud computing paradigms can give individuals scale to realistically
analyze LHC data, foster reproducibility & reusability of LHC analyses.

Opens up exciting opportunities to evolve the LHC computing landscape
as we look towards Run-4 / the HL-LHC etra. Cross-team collaborations are
crucial for R&D[*].

Thought expt: if we started today, what would our infrastructure look like?

We did learn a lot & had some fun.

[*] ATLAS (LH) IT (RR) CMS (Clemens Lange) for R&D towards Run-4



