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Before MiniBooNE : The LSND Anomaly
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LSND experiment
● Stopped pion beam 
π+ → μ+ + νμ 
           ↳e++νμ+νe 

● Excess of νe in νμ beam 

● νe signature: Cherenkov light from e+ with 

delayed n-capture
● Excess=87.9 ± 22.4 ± 6 (3.8σ)

 

ν̄e + p → e+ + n

• Stopped π beam


• appearance  of        in a        beam

•      signature : Cherenkov light from 

e+ with delayed n-capture

• Excess = 87.9 ± 22.4 ± 6 (3.8σ)

ν̄e ν̄μ
ν̄e

π+ → μ+ + νμ

e+ + ν̄μ + νe

Phys.Rev.D 64.112007

https://doi.org/10.1103/PhysRevD.64.112007
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The MiniBooNE Experiment
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MiniBooNE experiment

● Similar L/E as LSND 
● MiniBooNE ~500m/~500MeV 
● LSND ~30m/~30MeV 

● Horn focused neutrino beam (p+Be) 
● Horn polarity → neutrino or anti-neutrino mode 

● 800t mineral oil Cherenkov detector

p

Dirt ~500m Decay region 
~50mπ+

π- νµ

µ-

(antineutrino mode)

• Proposed to investigate the LSND anomaly, in search for sterile neutrinos

• Located on the Booster Neutrino Beam at Fermilab

• Single horn focused neutrino beam : Selection of neutrino/antineutrino modes

• Similar L/E as LSND :

• MiniBooNE ~500 m / ~500 MeV

• LSND ~30 m / ~ 30 MeV


• Different systematics due to different fluxes, event signatures and backgrounds

Fermilab’s Booster

8 GeV 
protons

Protons Mesons Neutrinos

Beryllium target

π-

π+

μ+

νμ

(neutrino mode)
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The MiniBooNE Detector
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MiniBooNE detector
• Well understood detector


• Measured cross sections for 
most of the channels in 
neutrino and antineutrino 
mode


• For neutrino mode 
MiniBooNE published 
cross sections for 90% of 
neutrino interactions 
and similarly for 
antineutrino mode

• ⌀12.2 m sphere, ⌀10m fiducial volume

• 800 tons of mineral oil, 450 tons fiducial mass

• 2 optically isolated volumes

• 1280 inner PMTs, 240 veto PMTs

• Very well understood detector

• 2% change of the energy scale over 15 

years of running

• Measurements of cross sections for most of 

the neutrino and anti-neutrino processes
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Events in MiniBooNE
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• Background reduction using beam timing 
and hit topology


• Use primarily Cherenkov light


• ID based on ratio of fit likelihoods under 
different particle hypotheses


• Only sensitive to particles above the 
Cherenkov threshold  
=> no proton detection


• Cannot distinguish single photon from 
single electron

Event	Signatures

• Examples	of	%& CCQE,	
%) CCQE,	and	NC!2
event	topologies
• Use	primarily	
Cherenkov	light
• Compare	fits	of	
different	track	
reconstruction	
hypotheses	for	PID
• Insensitive	to	the	
difference	between	
single	photon	and	
single	electron	(time	
of	flight	might	help)
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Energy Reconstruction
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• Energy reconstructed using only the lepton kinematics derived from the Cherenkov cone

• Energy is reconstructed under the CCQE assumption

• Assumes CCQE interaction on a nucleon at rest, accounts for nuclear binding energy

n

Eμ
μ-

p

θμνμ
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Data Taking
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• 15+ years of data taking with a very stable and robust detector

• New result published in 2018 doubles the statistics in neutrino mode (PRL 121,221801 (2018))  

• Improved data-driven background constraints

Data taking completed in June 2019

Another ~6x1020 POT not yet analyzed

https://doi.org/10.1103/PhysRevLett.121.221801
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Other analyses : DM search in beam dump mode
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Dark	Matter	Search	in	Beam-Dump	Mode

• First	dedicated	search	for	direct	detection	of	
accelerator-produced	dark	matter	in	a	proton	
beamline
• Searched	for	the	dark	matter	to	elastically	scatter	

off	nucleons

• Beam-dump	mode	reduced	the	ν flux	by	~50
• The	goal	was	to	test	vector	portal	model	

interpretation	of		g-2	(ruled	out)
• At	time	of	publication:	set	world	leading	limits	

in	the	vector	portal	dark
matter	model	with	a	dark	matter	mass	
between	0.01	and	0.3	GeV

• New	results	are	expected	later	in	2018
• Inelastic	scatter	to	produce	!2s	through	Δ decay
• Elastic	scattering	off	electrons
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• First dedicated search for direct detection of 
accelerator-produced dark matter in a proton 
beamline


• Beam-dump mode reduced the ν flux by ~50

• The goal was to test vector portal model 

interpretation of g-2 (ruled out)

• At time of publication : set world leading limits 

in the vector portal dark matter model with a 
dark matter mass between 0.01 and 0.3 GeV



Adrien Hourlier — MIT — NUFACT 2019

Other analyses : KDAR
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signature of dark matter annihilation in the Sun [5,6].
Despite the importance of the KDAR neutrino, it has never
been isolated and identified.
In the charged current (CC) interaction of a 236 MeV νμ

(νμ12C → μ−X), the muon kinetic energy (Tμ) and closely
related neutrino-nucleus energy transfer (ω ¼ Eν − Eμ)
distributions are of particular interest for benchmarking
neutrino interaction models and generators, which report
widely varying predictions for kinematics at these tran-
sition-region energies [7–14]. Traditionally, experiments
are only sensitive, at best, to total visible hadronic energy
since invisible neutrons and model-dependent nucleon
removal energy corrections prevent the complete
reconstruction of energy transfer [16]. The measurements
reported here, therefore, provide a unique look at muon
kinematics and the relationship to neutrino energy in the
few hundreds of MeV range, highly relevant for both
elucidating the neutrino-nucleus interaction and performing
low energy precision oscillation measurements at short
[17–19] and long baselines [20].
The MiniBooNE detector uses 445 tons (fiducial volume)

of mineral oil and 1280 photomultiplier tubes (PMTs), with
an additional 240 PMTs instrumenting a veto region, to
identify neutrino events originating from the Booster
Neutrino Beamline (BNB) and Neutrinos at the Main
Injector (NuMI) neutrino sources. The experiment has
reported numerous oscillation and cross section measure-
ments and new physics searches since data taking began in
2002 [17]. For this analysis, we consider the charge and time
data of PMThits collected during theNuMIbeam spill. NuMI
provides an intense source ofKDARneutrinos atMiniBooNE
in a somewhat indirect way. The 96 cm, 2.0 interaction length
NuMI target allows about 1=6 of the primary NuMI protons
(120 GeV) to pass through to the beam absorber [21], 725 m
downstream of the target and 86 m from the center of
MiniBooNE. The aluminum-core absorber, surrounded by
concrete and steel, is nominally meant to stop the remnant
hadrons, electrons, muons, and gammas that reach the end of
the decay pipe. Interactions of primary protons with the
absorber provide about 84% of the total KDAR neutrinos
from NuMI that reach MiniBooNE. Predictions from FLUKA

[22,23], MARS [24], and GEANT4 [25] for kaon production at
the absorber vary significantly, from 0.06–0.12 KDAR
νμ/proton on target. The background to the KDAR signal,
νμ and ν̄μ CCeventswhich produce amuon in the 0–115MeV
range, originates mainly from pion and kaon decay in flight
near the target station and in the upstream-most decay pipe.
The non-KDAR νμ and ν̄μ flux from the absorber, dominated
by decay-in-flight kaons (Kμ3 andKμ2) with a comparatively
small charged pion component, is expected to contribute at
the few-percent level based on a GEANT4 simulation of the
beamline. Figure 1 shows a schematic of the NuMI beamline
and its relationship to MiniBooNE.
The KDAR event rate at MiniBooNE is expected to be

similar in both NuMI’s low-energy neutrino and

antineutrino modes, since KDAR production from the
absorber is not dependent on the polarization of the horns.
However, the background νμ and ν̄μ event rate is predicted
to be about 30% lower in the antineutrino mode. We use
data taken in this configuration from 2009–2011, corre-
sponding to 2.62 × 1020 protons on the NuMI target.
The focus of this analysis is on reconstructing KDAR-

like low energy νμ CC events. A simple detector observ-
able, PMThits5ns, defined as the number of PMT hits
multiplied by the fraction of light detected in the first 5 ns
after correcting for vertex position, is used to reconstruct Tμ

in selected events featuring (1) an electron from muon
decay, noting that about 7.8% of μ− capture on nuclei [26],
(2) a lack of veto activity, and (3) a reconstructed distance
between the end point of the primary track and the muon
decay vertex of < 150 cm. This detector observable is
meant to isolate the muon via its characteristic prompt
Čerenkov light, as compared to the delayed scintillation-
only light (τ ¼ 18 ns) from the below-threshold hadronic
part of the interaction. According to the NUWRO neutrino
event generator [12], only 14% of muons created in
236 MeV νμ CC events are expected to be produced with
energy less than 39 MeV, the Čerenkov threshold for
muons in MiniBooNE mineral oil. KDAR-induced muons
are expected to populate a “signal region,” defined as
0–120 PMThits5ns and representing Tμ in the range
0–115 MeV. Because of the kinematics of 236 MeV νμ
CC events, no signal is expected elsewhere, which is con-
sidered the “background-only region” (>120 PMThits5ns).
Although the signal muon energy range considered for this
measurement is lower than past MiniBooNE cross section
analyses featuring νμ=ν̄μ [27–33], the energy and timing
distributions of MiniBooNE’s vast calibration sample of
0–53 MeV electrons from muon decay provide a strong
benchmark for understanding the detector’s response to
low energy muons in terms of both scintillation and
Čerenkov light. Further, a scintillator “calibration cube” in
theMiniBooNE volume at a 31 cm depth, used to form a very
pure sample of tagged 95" 4 MeV cosmic ray muons,
shows excellent agreement between data and Monte Carlo

horns
decay pipe

MiniBooNE

40 m 675 m 5 m

86 m

absorber

target

KDARbackground

FIG. 1. The NuMI beamline and various sources of neutrinos
that reach MiniBooNE (dashed lines). The signal KDAR neu-
trinos (solid line) originate mainly from the absorber.

PHYSICAL REVIEW LETTERS 120, 141802 (2018)

141802-2

simulations in terms of timing, Čerenkov angle, and energy
reconstruction [17]. The energy resolution for 95MeVmuons
is measured to be 12%; a detailed detector simulation agrees
and predicts that themuon energy resolution in low energy νμ
CC events drops gradually to about 25% for 50 MeVmuons.
Thedetectionefficiency forKDARνμCCevents is> 50% for
events containing muons with energy > 50 MeV.
It is challenging to isolate the KDAR neutrino signal in

MiniBooNE among the significant backgrounds. Even after
optimizing event selection cuts and reconstruction, the
signal-to-background ratio in the signal region is expected
to only be ∼1∶1. Along with the difficulty in identifying
KDAR events based on neutrino energy, another issue is
that reconstructing them as coming from the absorber is not
possible because the muon and neutrino directions are
poorly correlated at these low energies. Simply convolving
a flux prediction with a neutrino cross section to form a
background rate prediction is also not feasible. Although a
reliable background flux prediction is available [34], the
rate and kinematics of such events in MiniBooNE are also
determined by the relevant total and differential νμ and ν̄μ
cross sections for neutrino energies in the hundreds of MeV
region. The rapid turn on of the νμ CC cross section above
the mass of the muon and almost complete lack of data
below 400 MeV [35,36] would make any kind of back-
ground prediction at these energies arbitrary and highly
uncertain.
In order to mitigate the issues associated with the

background prediction near KDAR energies, we use a
timing-based in situ background measurement technique
which relies on the fact that KDAR νμ CC events from the
absorber arrive at MiniBooNE ∼200 ns after background
νμ and ν̄μ CC events originating from the target station and
decay pipe. The background neutrinos simply take a more
direct route to MiniBooNE as compared to their signal
counterparts from the absorber: the distance from the target
to the absorber plus the distance from the absorber to
MiniBooNE is 725þ 86 ¼ 811 m, while the distance from
the target to MiniBooNE is 749 m. Although the beam
window is ∼9 μs, this timing difference provides a
“background-enhanced” period at the beginning of the
window, where background νμ and ν̄μ CC events are
expected to dominate, and a “signal-enhanced" period at
the end of the window, where signal KDAR νμ CC events
from the absorber dominate. Considering the neutrino event
timing resolution and the timing uncertainties due to
various sources, we define the first and last 600 ns of
the beam window as background and signal enhanced,
respectively. The inset of Fig. 2 shows the relative event
rate in the enhanced regions compared to a high-statistics
region in which signal and background remain constant
(referred to as “normal time” and discussed later in detail).
Most notably, there is a 2.4σ (2.1σ) excess (deficit) of
KDAR-like events (0–120 PMThits5ns) at late (early)
times.

In the absence of a reliable background prediction, we
employ a template-based analysis which tests the consis-
tency of various candidate KDAR signal Tμ distributions
with data. We consider a broad and well-defined set of
possible Tμ signal shapes and determine how well each
matches the data. This procedure can be thought of as the
reverse of the usual differential cross section measurement
extraction. Instead of starting from a detector observable
and turning it into a measure of Tμ, for example, we start
with a candidate “true" Tμ distribution and map (or “fold”)
it into a detector observable distribution in PMThits5ns.
The candidate true Tμ signal shapes are based on a beta
distribution. This carefully chosen function, with only two
parameters characterizing its shape, is meant to cover all
physical and continuous shapes that the true KDAR-
induced Tμ distribution can take, noting that we are not
sensitive to few-MeV-scale resonance features (e.g. as
predicted by continuum random phase approximation
calculations [7]). The shape of the signal model (Tμ

spectrum) is defined by two parameters, a and b, according
to the beta distribution: xa−1ð1 − xÞb−1=Bða; bÞ, where
Bða; bÞ ¼ ΓðaÞΓðbÞ=Γðaþ bÞ and x ¼ Tμ=Tmax

μ . After
correcting for detector efficiency, each candidate Tμ dis-
tribution is folded into the corresponding PMThits5ns
distribution and compared to data as a function of time. The
normalizations of signal and background are expected to
change at early and late times, but the shapes of each stay
nearly constant.
The analysis proceeds in four steps. (1) The data sample

is broken up into seven time bins within the 9200 ns beam
window: three early-time bins (200 ns each), one “normal-
time” (NT) bin (8000 ns), and three late-time bins (200 ns

FIG. 2. The normal time data distribution (black points with
error bars) with the best-fit signal template (green) stacked on the
inferred background (orange). The inset shows the relative event
rate for early time, late time, and normal time after normalizing
the three distributions in the background-only region
(PMThits5ns > 120). A deficit (excess) of KDAR-like events
at early (late) times can be seen.

PHYSICAL REVIEW LETTERS 120, 141802 (2018)
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In addition to the parametrization-based results reported
here, a data release [15] associatedwith thismeasurement has
been made available which allows one to compare an
arbitrary Tμ or ω shape and end point prediction with the
data. The program takes a prediction, folds it into the detector
observable, corrects for detector efficiency, and then per-
forms a comparison to data. This comparison is straightfor-
ward because, given the short background-enhanced and
signal-enhanced timing windows, statistical uncertainties
dominate. Although 49 514 events pass the selection cuts
across all reconstructed energies, only 310 (115) events from
the background- (signal-)enhanced period enter the KDAR
νμ signal region (0–120 PMThits5ns). The fractional error
contribution of systematics, including those associated with
the optical model and detector response, across the full
kinematic range is at the 1%–2% level.
In order to determine the significance of the KDAR νμ

observation, we compare the best-fit result (χ2min ¼ 72.6) to a
zero-parameter, background-only hypothesis (χ2null¼113.8).
Simulated data, created by distributing events according to
the background-only hypothesis and the data normalization
in each time bin, are used to study the significance of
this result. We find that the probability of obtaining a
Δχ2 ¼ χ2null − χ2min > 41.2 is about 1.1 × 10−4, correspond-
ing to 3.9σ (two sided).
The main motivation for presenting a shape-only

differential cross section measurement, rather than a
normalized one, is that there is a large uncertainty on the
kaon production at the absorber. However, we can report a
coarse total cross section value after assigning a conservative
30% uncertainty to the prediction by GEANT4 for the flux
from the absorber (0.085 KDAR νμ/proton on target). We
extract a total νμ CC cross section at Eν ¼ 236 MeV of
σ ¼ ð2.7# 0.9# 0.8Þ × 10−39 cm2=neutron. The first
error represents the total uncertainty of the rateþ shape

measurement, and the second comes from the uncertainty
on the initial KDAR flux. Adding these in quadrature
yields σ ¼ ð2.7# 1.2Þ × 10−39 cm2=neutron. This can be
compared to the NUWRO prediction of σ ¼ 1.3 ×
10−39 cm2=neutron [12].
Building on the measurements presented here, the

KDAR neutrino will be studied in great detail in the near
future. MicroBooNE (102 m from the NuMI absorber)
[18], for example, will be able to use its imaging capabil-
ities to precisely study the hadronic part of the KDAR
interaction, reconstruct the muon direction, and mitigate
background via neutrino direction reconstruction. Scaling
from the measurement reported here, we expect over
2000 KDAR events have already been collected by
MicroBooNE, which continues taking data. In addition,
the J-PARC Sterile Neutrino Search at the J-PARC
Spallation Neutron Source (JSNS2) will study KDAR
muon neutrinos with excellent muon energy resolution
and negligible background; 10 000–20 000 KDAR νμ CC
events per year are expected after JSNS2 starts taking data
in approximately one year [39].
In summary, MiniBooNE has performed the first meas-

urement of monoenergetic νμ CC events. The 236 MeV
KDAR neutrinos, originating at the NuMI absorber 86 m
from MiniBooNE, are distinguished from background
neutrinos created at the NuMI target station and decay
pipe using muon energy reconstruction and timing. We
have employed a somewhat unconventional analysis, which
relies on a parametrized Tμ prediction and subsequent
comparison to data, for extracting the result. This data-
driven measurement does not rely on unfolding and is
largely independent of both cross section and kinematic
predictions from neutrino event generators and a flux
determination. These results provide a standard candle
benchmark, in terms of a variable historically unavailable
to neutrino scattering experiments (ω), for modeling the
relationship between lepton kinematics and neutrino
energy, elucidating the neutrino-nucleus to neutrino-
nucleon transition region, and using the associated pre-
dictions to inform oscillation measurements at short and
long baselines.

We acknowledge Fermilab, the Department of Energy,
the National Science Foundation, and Los Alamos National
Laboratory for support of this experiment. Also, we thank
Leonidas Aliaga, the MINERvA Collaboration, and Robert
Hatcher for help understanding the NuMI flux and accel-
erator information.

*roryfitz@umich.edu
†grange@anl.gov
‡jrlowery@umich.edu
§spitzj@umich.edu

FIG. 4. The best fit Tμ (red-dashed) and ω (blue-dashed)
spectra with shape-only 1σ error bands, given a fixed end point
of Tmax

μ ¼ 95 MeV. The distributions are fully correlated.

PHYSICAL REVIEW LETTERS 120, 141802 (2018)
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• Kaon Decay At Rest

• KDAR neutrinos from the NuMI beam line absorber have 

been identified based on energy reconstruction and timing

• First measurement of ω (energy transfer to the nucleus) 

with a known energy, weak interaction-only, nuclear probe

• Results provide a standard candle for understanding νμ CC 

events at a known energy (236 MeV)

PRL 120, 141802 (2018)

https://doi.org/10.1103/PhysRevLett.120.141802
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νe-Like Excess
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed E

QE
⌫ corresponds to a distribution

of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < E

QE
⌫ < 1250 MeV, compared to a back-

ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < E

QE
⌫ < 1250 MeV en-

ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m

2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �

2
/ndf = 35.2/28, corresponding to a probability of

16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

• Old+new dataset in neutrino mode


• Neutrino mode νe excess of 4.5σ


• Main backgrounds are related to separating 
γ and e-

neutrino mode

12.84 1020 POT
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed E

QE
⌫ corresponds to a distribution

of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < E

QE
⌫ < 1250 MeV, compared to a back-

ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < E

QE
⌫ < 1250 MeV en-

ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
 (GeV)QE

νE

0

1

2

3

4

5

Ev
en

ts
/M

eV Data (stat err.)
+/-µ from eν +/- from Keν 0 from Keν

 misid0π
γ N→ ∆

dirt
other
Constr. Syst. Error
Best Fit

3.0

FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
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neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m

2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �

2
/ndf = 35.2/28, corresponding to a probability of

16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

π0 MisID 

constrained from in situ 
measurement of NC π0 
rate

Δ-> Nγ resonance 
constrained from in situ 
measured NCπ0 rate and 
theoretical prediction

Dirt 

constrained from in situ 
dirt data sample

νe from μ decay 

is constrained by in situ 
νμ CCQE measurement

νe from K decay 

constrained from in situ 
high energy events + 
SciBooNE high energy νμ 
event rate
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expectation of 1976.5! 44.5ðstatÞ ! 88.5ðsystÞ events.
This corresponds to a total νe plus ν̄e CCQE excess of
460.5! 99.0 events with respect to expectation or a 4.7σ
excess. Figure 2 (bottom plot) shows the total event excesses
as a function of EQE

ν in both neutrino mode and antineutrino
mode. The dashed curves show the two-neutrino oscillation
predictions at the best-fit point (Δm2 ¼ 0.041 eV2,
sin2 2θ ¼ 0.92), as well as at a point within 1σ of the
best-fit point (Δm2 ¼ 0.4 eV2, sin22θ ¼ 0.01).
A two-neutrino model is assumed for the MiniBooNE

oscillation fits in order to compare with the LSND data.
However, the appearance neutrino experiments appear to be
incompatible with the disappearance neutrino experiments
in a 3þ 1 model [10,12], and other models [15–19] may
provide better fits to the data. The oscillation parameters are
extracted from a combined fit of the observed EQE

ν event
distributions for muonlike and electronlike events using
the full covariance matrix described previously in the full

energy range 200 < EQE
ν < 3000 MeV. The fit assumes the

same oscillation probability for both the right-sign νe and
wrong-sign ν̄e, and no νμ, ν̄μ, νe, or ν̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level values
for the fitting statistic, Δχ2 ¼ χ2ðpointÞ − χ2ðbestÞ, as a
function of oscillation parameters, Δm2 and sin2 2θ, is
determined from frequentist, fake data studies. The fake
data studies also determine the effective number of degrees
of freedom and probabilities. With this technique, the
best neutrino oscillation fit in neutrino mode occurs at
(Δm2, sin22θ)¼ (0.039 eV2, 0.84), as shown in Fig. 3. The
χ2=ndf for the best-fit point in the energy range 200 <
EQE
ν < 1250 MeV is 9.9=6.7 with a probability of 15.5%.

The background-only fit has a χ2 probability of 0.06%
relative to the best oscillation fit and a χ2=ndf ¼ 24.9=8.7
with a probability of 0.21%. Figure 3 shows the
MiniBooNE closed confidence level (C.L.) contours for
νe appearance oscillations in neutrino mode in the
200 < EQE

ν < 3000 MeV energy range.
Nuclear effects associated with neutrino interactions on

carbon can affect the reconstruction of the neutrino energy,
EQE
ν , and the determination of the neutrino oscillation
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FIG. 2. The top plot shows the MiniBooNE event excesses in
neutrino mode as a function of EQE

ν from the first 6.46 × 1020

POT data and the second 6.38 × 1020 POT data. The bottom plot
shows the total event excesses in both neutrino mode and
antineutrino mode, corresponding to 12.84 × 1020 POT and
11.27 × 1020 POT, respectively. The solid (dashed) curve is
the best fit (1σ fit point) to the neutrino-mode and antineu-
trino-mode data assuming two-neutrino oscillations. The last bin
is for the energy interval from 1500–3000 MeV. Error bars
include only statistical uncertainties for the top plot and both
statistical and correlated systematic uncertainties for the bottom
plot.
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expectation of 1976.5! 44.5ðstatÞ ! 88.5ðsystÞ events.
This corresponds to a total νe plus ν̄e CCQE excess of
460.5! 99.0 events with respect to expectation or a 4.7σ
excess. Figure 2 (bottom plot) shows the total event excesses
as a function of EQE

ν in both neutrino mode and antineutrino
mode. The dashed curves show the two-neutrino oscillation
predictions at the best-fit point (Δm2 ¼ 0.041 eV2,
sin2 2θ ¼ 0.92), as well as at a point within 1σ of the
best-fit point (Δm2 ¼ 0.4 eV2, sin22θ ¼ 0.01).
A two-neutrino model is assumed for the MiniBooNE

oscillation fits in order to compare with the LSND data.
However, the appearance neutrino experiments appear to be
incompatible with the disappearance neutrino experiments
in a 3þ 1 model [10,12], and other models [15–19] may
provide better fits to the data. The oscillation parameters are
extracted from a combined fit of the observed EQE

ν event
distributions for muonlike and electronlike events using
the full covariance matrix described previously in the full

energy range 200 < EQE
ν < 3000 MeV. The fit assumes the

same oscillation probability for both the right-sign νe and
wrong-sign ν̄e, and no νμ, ν̄μ, νe, or ν̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level values
for the fitting statistic, Δχ2 ¼ χ2ðpointÞ − χ2ðbestÞ, as a
function of oscillation parameters, Δm2 and sin2 2θ, is
determined from frequentist, fake data studies. The fake
data studies also determine the effective number of degrees
of freedom and probabilities. With this technique, the
best neutrino oscillation fit in neutrino mode occurs at
(Δm2, sin22θ)¼ (0.039 eV2, 0.84), as shown in Fig. 3. The
χ2=ndf for the best-fit point in the energy range 200 <
EQE
ν < 1250 MeV is 9.9=6.7 with a probability of 15.5%.

The background-only fit has a χ2 probability of 0.06%
relative to the best oscillation fit and a χ2=ndf ¼ 24.9=8.7
with a probability of 0.21%. Figure 3 shows the
MiniBooNE closed confidence level (C.L.) contours for
νe appearance oscillations in neutrino mode in the
200 < EQE

ν < 3000 MeV energy range.
Nuclear effects associated with neutrino interactions on

carbon can affect the reconstruction of the neutrino energy,
EQE
ν , and the determination of the neutrino oscillation
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FIG. 2. The top plot shows the MiniBooNE event excesses in
neutrino mode as a function of EQE

ν from the first 6.46 × 1020

POT data and the second 6.38 × 1020 POT data. The bottom plot
shows the total event excesses in both neutrino mode and
antineutrino mode, corresponding to 12.84 × 1020 POT and
11.27 × 1020 POT, respectively. The solid (dashed) curve is
the best fit (1σ fit point) to the neutrino-mode and antineu-
trino-mode data assuming two-neutrino oscillations. The last bin
is for the energy interval from 1500–3000 MeV. Error bars
include only statistical uncertainties for the top plot and both
statistical and correlated systematic uncertainties for the bottom
plot.
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KS-prob : 76% • Comparing the data-prediction excess 
for two data sets in neutrino mode


• Comparable statistics between:

• 2009 data release in neutrino mode

• 2018 data release in neutrino mode


• The observed excess remains well 
compatible between the two data sets
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parameters [38]. These effects were studied previously
[3,39] and were found to not affect substantially the
oscillation fit. In addition, they do not affect the gamma
background, which is determined from direct measure-
ments of NC π0 and dirt backgrounds.
Figure 4 shows the MiniBooNE allowed regions in both

neutrino mode and antineutrino mode [3] for events with
200 < EQE

ν < 3000 MeV within a two-neutrino oscillation
model. For this oscillation fit the entire data set is used and
includes the 12.84 × 1020 POT data in neutrino mode and
the 11.27 × 1020 POT data in antineutrino mode. As shown
in the figure, the MiniBooNE 1σ allowed region lies mostly
within the LSND 90%C.L. band, which demonstrates good
agreement between the LSND and MiniBooNE signals.
Also shown are 90% C.L. limits from the KARMEN [36]
and OPERA [37] experiments. The KARMEN2 90% C.L.
limits are outside the MiniBooNE 95% C.L. allowed
region, while the OPERA 90% C.L. limits disfavor the
MiniBooNE allowed region below approximately 0.3 eV2.
The best combined neutrino oscillation fit occurs at
ðΔm2; sin22θÞ ¼ ð0.041 eV2; 0.92Þ. The χ2=ndf for the
best-fit point in the energy range 200 < EQE

ν < 1250 MeV

is 19.4=15.6 with a probability of 21.1%, and the back-
ground-only fit has a χ2 probability of 6 × 10−7 relative to
the best oscillation fit and a χ2=ndf ¼ 47.1=17.3 with a
probability of 0.02%.
Figure 5 compares the L=EQE

ν distributions for the
MiniBooNE data excesses in neutrino mode and antineu-
trino mode to the L=E distribution from LSND [1]. The
error bars show statistical uncertainties only. As shown in
the figure, there is agreement among all three data sets.
Assuming two-neutrino oscillations, the curves show fits to
the MiniBooNE data described above. Fitting both
MiniBooNE and LSND data, by adding LSND L=E data
as additional terms, the best fit occurs at ðΔm2; sin22θÞ ¼
ð0.041 eV2; 0.96Þ with a χ2=ndf ¼ 22.4=22.4, corre-
sponding to a probability of 42.5%. The MiniBooNE
excess of events in both oscillation probability and L=E
spectrum is, therefore, consistent with the LSND excess of
events. The significance of the combined LSND (3.8σ) [1]
and MiniBooNE (4.7σ) excesses is 6.0σ, which is obtained
by adding the significances in quadrature, as the two
experiments have completely different neutrino energies,
neutrino fluxes, reconstructions, backgrounds, and system-
atic uncertainties.
In summary, the MiniBooNE experiment observes a total

νe CCQE event excess in both neutrino and antineutrino
running modes of 460.5$ 99.0 events (4.7σ) in the energy
range 200 < EQE

ν < 1250 MeV. The MiniBooNE allowed
region from a two-neutrino oscillation fit to the data, shown
in Fig. 4, is consistent with the allowed region reported by
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FIG. 4. MiniBooNE allowed regions for a combined neutrino
mode (12.84 × 1020 POT) and antineutrino mode (11.27 × 1020

POT) data sets for events with 200 < EQE
ν < 3000 MeV within a

two-neutrino oscillation model. The shaded areas show the 90%
and 99% C.L. LSND ν̄μ → ν̄e allowed regions. The black point
shows the MiniBooNE best fit point. Also shown are 90% C.L.
limits from the KARMEN [36] and OPERA [37] experiments.

FIG. 5. A comparison between the L=EQE
ν distributions for the

MiniBooNE data excesses in neutrino mode (12.84 × 1020 POT)
and antineutrino mode (11.27 × 1020 POT) to the L=E distribu-
tion from LSND [1]. The error bars show statistical uncertainties
only. The curves show fits to the MiniBooNE data, assuming two-
neutrino oscillations, while the shaded area is the MiniBooNE 1σ
allowed band. The best-fit curve uses the reconstructed neutrino
energy EQE

ν for the MiniBooNE data. The dashed curve shows the
example 1σ fit point.
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Neutrino + Anti-Neutrino Mode
(Δm2, sin2 2θ) = (0.041 eV2, 0.918)
χ2/ndf = 19.4/15.6 (prob = 21.1%)

• Neutrino mode excess 4.5σ,

• Neutrino+Anti-neutrino modes excess 4.8σ

• Combined LSND and MiniBooNE significance of 6.1σ

• Similar agreement of neutrino and anti-neutrino data 

to (3+1)ν fit

MiniBooNE’s lines

expectation of 1976.5! 44.5ðstatÞ ! 88.5ðsystÞ events.
This corresponds to a total νe plus ν̄e CCQE excess of
460.5! 99.0 events with respect to expectation or a 4.7σ
excess. Figure 2 (bottom plot) shows the total event excesses
as a function of EQE

ν in both neutrino mode and antineutrino
mode. The dashed curves show the two-neutrino oscillation
predictions at the best-fit point (Δm2 ¼ 0.041 eV2,
sin2 2θ ¼ 0.92), as well as at a point within 1σ of the
best-fit point (Δm2 ¼ 0.4 eV2, sin22θ ¼ 0.01).
A two-neutrino model is assumed for the MiniBooNE

oscillation fits in order to compare with the LSND data.
However, the appearance neutrino experiments appear to be
incompatible with the disappearance neutrino experiments
in a 3þ 1 model [10,12], and other models [15–19] may
provide better fits to the data. The oscillation parameters are
extracted from a combined fit of the observed EQE

ν event
distributions for muonlike and electronlike events using
the full covariance matrix described previously in the full

energy range 200 < EQE
ν < 3000 MeV. The fit assumes the

same oscillation probability for both the right-sign νe and
wrong-sign ν̄e, and no νμ, ν̄μ, νe, or ν̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level values
for the fitting statistic, Δχ2 ¼ χ2ðpointÞ − χ2ðbestÞ, as a
function of oscillation parameters, Δm2 and sin2 2θ, is
determined from frequentist, fake data studies. The fake
data studies also determine the effective number of degrees
of freedom and probabilities. With this technique, the
best neutrino oscillation fit in neutrino mode occurs at
(Δm2, sin22θ)¼ (0.039 eV2, 0.84), as shown in Fig. 3. The
χ2=ndf for the best-fit point in the energy range 200 <
EQE
ν < 1250 MeV is 9.9=6.7 with a probability of 15.5%.

The background-only fit has a χ2 probability of 0.06%
relative to the best oscillation fit and a χ2=ndf ¼ 24.9=8.7
with a probability of 0.21%. Figure 3 shows the
MiniBooNE closed confidence level (C.L.) contours for
νe appearance oscillations in neutrino mode in the
200 < EQE

ν < 3000 MeV energy range.
Nuclear effects associated with neutrino interactions on

carbon can affect the reconstruction of the neutrino energy,
EQE
ν , and the determination of the neutrino oscillation
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FIG. 3. MiniBooNE allowed regions in neutrino mode
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ν < 3000 MeV
within a two-neutrino oscillation model. The shaded areas show
the 90% and 99% C.L. LSND ν̄μ → ν̄e allowed regions. The
black point shows the MiniBooNE best fit point. Also shown are
90% C.L. limits from the KARMEN [36] and OPERA [37]
experiments.

 (GeV)QE
νE

0.2−

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
xc

es
s 

E
ve

nt
s/

M
eV

×ν
×ν

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

 (GeV)QE
νE

0.2−
0.0

0.2

0.4

0.6
0.8

1.0

1.2

1.4

1.6

1.8

E
xc

es
s 

E
ve

nt
s/

M
eV

×ν
×ν

3.0

FIG. 2. The top plot shows the MiniBooNE event excesses in
neutrino mode as a function of EQE

ν from the first 6.46 × 1020

POT data and the second 6.38 × 1020 POT data. The bottom plot
shows the total event excesses in both neutrino mode and
antineutrino mode, corresponding to 12.84 × 1020 POT and
11.27 × 1020 POT, respectively. The solid (dashed) curve is
the best fit (1σ fit point) to the neutrino-mode and antineu-
trino-mode data assuming two-neutrino oscillations. The last bin
is for the energy interval from 1500–3000 MeV. Error bars
include only statistical uncertainties for the top plot and both
statistical and correlated systematic uncertainties for the bottom
plot.
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Preferred regions in a (3+1)ν interpretation
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parameters [38]. These effects were studied previously
[3,39] and were found to not affect substantially the
oscillation fit. In addition, they do not affect the gamma
background, which is determined from direct measure-
ments of NC π0 and dirt backgrounds.
Figure 4 shows the MiniBooNE allowed regions in both

neutrino mode and antineutrino mode [3] for events with
200 < EQE

ν < 3000 MeV within a two-neutrino oscillation
model. For this oscillation fit the entire data set is used and
includes the 12.84 × 1020 POT data in neutrino mode and
the 11.27 × 1020 POT data in antineutrino mode. As shown
in the figure, the MiniBooNE 1σ allowed region lies mostly
within the LSND 90%C.L. band, which demonstrates good
agreement between the LSND and MiniBooNE signals.
Also shown are 90% C.L. limits from the KARMEN [36]
and OPERA [37] experiments. The KARMEN2 90% C.L.
limits are outside the MiniBooNE 95% C.L. allowed
region, while the OPERA 90% C.L. limits disfavor the
MiniBooNE allowed region below approximately 0.3 eV2.
The best combined neutrino oscillation fit occurs at
ðΔm2; sin22θÞ ¼ ð0.041 eV2; 0.92Þ. The χ2=ndf for the
best-fit point in the energy range 200 < EQE

ν < 1250 MeV

is 19.4=15.6 with a probability of 21.1%, and the back-
ground-only fit has a χ2 probability of 6 × 10−7 relative to
the best oscillation fit and a χ2=ndf ¼ 47.1=17.3 with a
probability of 0.02%.
Figure 5 compares the L=EQE

ν distributions for the
MiniBooNE data excesses in neutrino mode and antineu-
trino mode to the L=E distribution from LSND [1]. The
error bars show statistical uncertainties only. As shown in
the figure, there is agreement among all three data sets.
Assuming two-neutrino oscillations, the curves show fits to
the MiniBooNE data described above. Fitting both
MiniBooNE and LSND data, by adding LSND L=E data
as additional terms, the best fit occurs at ðΔm2; sin22θÞ ¼
ð0.041 eV2; 0.96Þ with a χ2=ndf ¼ 22.4=22.4, corre-
sponding to a probability of 42.5%. The MiniBooNE
excess of events in both oscillation probability and L=E
spectrum is, therefore, consistent with the LSND excess of
events. The significance of the combined LSND (3.8σ) [1]
and MiniBooNE (4.7σ) excesses is 6.0σ, which is obtained
by adding the significances in quadrature, as the two
experiments have completely different neutrino energies,
neutrino fluxes, reconstructions, backgrounds, and system-
atic uncertainties.
In summary, the MiniBooNE experiment observes a total

νe CCQE event excess in both neutrino and antineutrino
running modes of 460.5$ 99.0 events (4.7σ) in the energy
range 200 < EQE

ν < 1250 MeV. The MiniBooNE allowed
region from a two-neutrino oscillation fit to the data, shown
in Fig. 4, is consistent with the allowed region reported by
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FIG. 4. MiniBooNE allowed regions for a combined neutrino
mode (12.84 × 1020 POT) and antineutrino mode (11.27 × 1020

POT) data sets for events with 200 < EQE
ν < 3000 MeV within a

two-neutrino oscillation model. The shaded areas show the 90%
and 99% C.L. LSND ν̄μ → ν̄e allowed regions. The black point
shows the MiniBooNE best fit point. Also shown are 90% C.L.
limits from the KARMEN [36] and OPERA [37] experiments.

FIG. 5. A comparison between the L=EQE
ν distributions for the

MiniBooNE data excesses in neutrino mode (12.84 × 1020 POT)
and antineutrino mode (11.27 × 1020 POT) to the L=E distribu-
tion from LSND [1]. The error bars show statistical uncertainties
only. The curves show fits to the MiniBooNE data, assuming two-
neutrino oscillations, while the shaded area is the MiniBooNE 1σ
allowed band. The best-fit curve uses the reconstructed neutrino
energy EQE

ν for the MiniBooNE data. The dashed curve shows the
example 1σ fit point.
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Neutrino + Anti-Neutrino Mode
(Δm2, sin2 2θ) = (0.041 eV2, 0.918)
χ2/ndf = 19.4/15.6 (prob = 21.1%)

• Neutrino mode excess 4.5σ,

• Neutrino+Anti-neutrino modes excess 4.8σ

• Combined LSND and MiniBooNE significance of 6.1σ

• Similar agreement of neutrino and anti-neutrino data 

to (3+1)ν fit

MiniBooNE’s lines

expectation of 1976.5! 44.5ðstatÞ ! 88.5ðsystÞ events.
This corresponds to a total νe plus ν̄e CCQE excess of
460.5! 99.0 events with respect to expectation or a 4.7σ
excess. Figure 2 (bottom plot) shows the total event excesses
as a function of EQE

ν in both neutrino mode and antineutrino
mode. The dashed curves show the two-neutrino oscillation
predictions at the best-fit point (Δm2 ¼ 0.041 eV2,
sin2 2θ ¼ 0.92), as well as at a point within 1σ of the
best-fit point (Δm2 ¼ 0.4 eV2, sin22θ ¼ 0.01).
A two-neutrino model is assumed for the MiniBooNE

oscillation fits in order to compare with the LSND data.
However, the appearance neutrino experiments appear to be
incompatible with the disappearance neutrino experiments
in a 3þ 1 model [10,12], and other models [15–19] may
provide better fits to the data. The oscillation parameters are
extracted from a combined fit of the observed EQE

ν event
distributions for muonlike and electronlike events using
the full covariance matrix described previously in the full

energy range 200 < EQE
ν < 3000 MeV. The fit assumes the

same oscillation probability for both the right-sign νe and
wrong-sign ν̄e, and no νμ, ν̄μ, νe, or ν̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level values
for the fitting statistic, Δχ2 ¼ χ2ðpointÞ − χ2ðbestÞ, as a
function of oscillation parameters, Δm2 and sin2 2θ, is
determined from frequentist, fake data studies. The fake
data studies also determine the effective number of degrees
of freedom and probabilities. With this technique, the
best neutrino oscillation fit in neutrino mode occurs at
(Δm2, sin22θ)¼ (0.039 eV2, 0.84), as shown in Fig. 3. The
χ2=ndf for the best-fit point in the energy range 200 <
EQE
ν < 1250 MeV is 9.9=6.7 with a probability of 15.5%.

The background-only fit has a χ2 probability of 0.06%
relative to the best oscillation fit and a χ2=ndf ¼ 24.9=8.7
with a probability of 0.21%. Figure 3 shows the
MiniBooNE closed confidence level (C.L.) contours for
νe appearance oscillations in neutrino mode in the
200 < EQE

ν < 3000 MeV energy range.
Nuclear effects associated with neutrino interactions on

carbon can affect the reconstruction of the neutrino energy,
EQE
ν , and the determination of the neutrino oscillation
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FIG. 3. MiniBooNE allowed regions in neutrino mode
(12.84 × 1020 POT) for events with 200 < EQE

ν < 3000 MeV
within a two-neutrino oscillation model. The shaded areas show
the 90% and 99% C.L. LSND ν̄μ → ν̄e allowed regions. The
black point shows the MiniBooNE best fit point. Also shown are
90% C.L. limits from the KARMEN [36] and OPERA [37]
experiments.
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FIG. 2. The top plot shows the MiniBooNE event excesses in
neutrino mode as a function of EQE

ν from the first 6.46 × 1020

POT data and the second 6.38 × 1020 POT data. The bottom plot
shows the total event excesses in both neutrino mode and
antineutrino mode, corresponding to 12.84 × 1020 POT and
11.27 × 1020 POT, respectively. The solid (dashed) curve is
the best fit (1σ fit point) to the neutrino-mode and antineu-
trino-mode data assuming two-neutrino oscillations. The last bin
is for the energy interval from 1500–3000 MeV. Error bars
include only statistical uncertainties for the top plot and both
statistical and correlated systematic uncertainties for the bottom
plot.
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MiniBooNE : take away
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• MiniBooNE observes a low energy νe-like excess with a significance of 4.8σ, 
compatible with the LSND excess


• Combines MiniBooNE+LSND significance of 6.1σ

• Not a perfect fit to a (3+1)ν model (large best fit value of sin22θ seems unphysical)

• Very stable detector over 15 years, well constrained backgrounds, from in situ 

measurements


• Excess seems real, needs a satisfactory explanation
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MiniBooNE in the global picture
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νe appearance, νe disappearance, and νμ disappearance are interlinked by these three probabilities :

• We see signals in the νe appearance and disappearance, somewhat compatible, but not in the νμ 
disappearance


• The (3+1) model implies that we also see a signal in the νμ disappearance mode

• The (3+1) model alone seems insufficient

• Does MiniBooNE have a sterile signal + a systematics that could lead to a mis-estimation of the 

appearance excess?

• Are all appearance signals from backgrounds?

see arXiv:1906.00045 [hep-ex] for more details

https://arxiv.org/abs/1906.00045
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SBN program
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• Same beam line as MiniBooNE

• Three detectors on axis

• Same technology : Liquid Argon Time Projection Chamber (LArTPC)  

=> Flux and cross-section systematics constraint, some detector systematics.

• High precision flux measurement

• High precision oscillation measurement

MiniBooNE

Booster

Target
ICARUS

SBND
MiniBooNE

Booster

Target
ICARUS

SBND
MicroBooNE

SBND

110 m, 112 t

MicroBooNE

470 m, 85 t

ICARUS

600 m, 476 t
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SBND
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• Production of TPC components in UK and US complete

• Successful alignment, coupling, and QC of first two anode planes

• TPC assembly transport plane under construction at FNAL

• Cryogenics platform, valve box, and proximity cryogenics installation 

completing this month

• Warm cryostat construction at CERN underway

MiniBooNE

Booster

Target
ICARUS

SBND
MiniBooNE

Booster

Target
ICARUS

SBND
MicroBooNE

UK APA US APA

Cathode plane assembly

See the talk from Stephen Robert Dennis on Friday

https://indico.cern.ch/event/773605/contributions/3511313/
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ICARUS
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MiniBooNE

Booster

Target
ICARUS

SBND
MiniBooNE

Booster

Target
ICARUS

SBND
MicroBooNE

• Previously at Gran Sasso, shown feasibility of large scale LArTPC

• Significant upgrades and refurbishment at CERN in 2015-2017

• New Cosmic Ray Tagger

• Transported to FNAL, arrived in August 2017, installation ongoing

• Commissioning will start this fall and expect first neutrino data within a year

See the talk from Jaehoon Yu on Friday

https://indico.cern.ch/event/773605/contributions/3488269/
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• Designed to investigate the e-like excess of MiniBooNE and LSND

• LArTPC technology:

• γ/e- separation

• Position and topology

• low detection threshold


• Data taking since October 2015 : longest running LArTPC

• Smooth operation with 96% detector & DAQ uptime

• 13.4 1020 POT on tape to date

• Surface operation : Cosmic Ray Tagger used to understand/reduce 

cosmic background (1/2 of data-taking period)

MicroBooNE

!19

MiniBooNE

Booster

Target
ICARUS

SBND
MiniBooNE

Booster

Target
ICARUS

SBND
MicroBooNE
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LArTPC Working Principle
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LArTPC Working Principle
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10.4 m

2.3 m

2.5 m

E

x

y z

32 PMT

Sense wire planes

L. Yates︱Rencontres du Vietnam

Understanding Our Detector

"10

• Developed novel techniques for noise filtering and signal processing 

• Full implementation of 2D deconvolution should improve reconstruction 
performance and reduce detector-related systematic uncertainties

“Ionization Electron Signal Processing in Single Phase LArTPCs” 
Parts I & II, JINST 13, P07006 (2018) & JINST 13, P07007 (2018)

“Noise Characterization and Filtering in the MicroBooNE 
Liquid Argon TPC”, JINST 12, P08003 (2017)

raw waveform, 
induction plane

after noise 
removal 

after 1D 
deconvolution

after 2D 
deconvolution

MicroBooNE
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"Noise Characterization and Filtering in the MicroBooNE Liquid Argon TPC", 
JINST 12, P08003 (2017)

"Ionization Electron Signal Processing in Single Phase LArTPCs" Parts I & II, 
JINST 13, P07006 (2018) & JINST 13, P07007 (2018)
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https://iopscience.iop.org/article/10.1088/1748-0221/12/08/P08003
https://iopscience.iop.org/article/10.1088/1748-0221/13/07/P07006
http://iopscience.iop.org/article/10.1088/1748-0221/13/07/P07007
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LArTPC Energy Reconstruction

!21

• Calorimetric reconstruction => charge clustered in each track

• Access kinematics of all the particles above O(10 MeV)

• Assumes CCQE interaction on a nucleon at rest, accounts for nuclear binding energy

n

Eμ
μ-

p

θμνμ

EQE
ν [l] =

2(Mn − EB)El − ((Mn − EB)2 + M2
l − M2

p)
2((Mn − EB) − El + pl cos θl)
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LArTPC Energy Reconstruction

!21

• Calorimetric reconstruction => charge clustered in each track

• Access kinematics of all the particles above O(10 MeV)

• Assumes CCQE interaction on a nucleon at rest, accounts for nuclear binding energy

n

Eμ
μ-

p

θμνμ

Ep

θp

EQE
ν [l] =

2(Mn − EB)El − ((Mn − EB)2 + M2
l − M2

p)
2((Mn − EB) − El + pl cos θl)

Eν = KEl + KEp + Ml + Mp − Mn + BEQE
ν [p] =

2(Mn − EB)Ep − ((Mn − EB)2 + M2
p − M2

l )
2((Mn − EB) − Ep + pp cos θp)
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Studying Detector Physics
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L. Yates︱Rencontres du Vietnam

Understanding Our Detector

"11

•Have completed major calibration campaign 

•Use through-going and stopping muons as 
standard candles 

‣ For uniformity in position and time 

‣ For conversion from ADC to e− 

•Use protons to correct for recombination 
effects, i.e., for conversion from e− to MeV

arXiv:1907.11736 [physics.ins-det], submitted to JINST

Proton-enriched sample

Data

• Major calibration campaign completed

• Use through-going muons and stopping muons 

as standard candles

• uniformity in position and time

• ADC to e-/cm calibration

• E field distortions due to charge accumulation


• Use protons to correct for recombination

• e-/cm to MeV/cm calibration


• Use UV-laser runs

• E field distortions due to charge accumulation

L. Yates︱Rencontres du Vietnam
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standard candles 

‣ For uniformity in position and time 

‣ For conversion from ADC to e− 

•Use protons to correct for recombination 
effects, i.e., for conversion from e− to MeV

arXiv:1907.11736 [physics.ins-det], submitted to JINST

Proton-enriched sample

Data

MICROBOONE-NOTE-1055-PUB

arXiv:1907.11736 [physics.ins-det]

https://microboone.fnal.gov/wp-content/uploads/MICROBOONE-NOTE-1055-PUB.pdf
https://arxiv.org/abs/1907.11736
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Studying Neutrino Interactions
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BNB:

• νμ CC inclusive 

arXiv:1905.09694[hep-ex], accepted to PRL

• νμ CC π0 

PRD 99,091102(R) (2019)

• Track multiplicity 

Eur. Phys. J. C (2019) 79: 248

• νμ CCQE 

arXiv:1812.05679 [physics.ins-det], accepted to EPJC

• NC elastic 

MICROBOONE-NOTE-1053-PUB

• νμ CC Np, 2p 

MICROBOONE-NOTE-1056-PUB

• CC 1π+

• CC coherent π
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ν-Ar Interactions: ν' CC (0

•Exclusive measurements like this one allow us to study final state interactions 

•Can compare to past measurements performed on deuterium and carbon 

‣ Study scaling assumptions in models of production and transport of ( in ν-nucleus interactions 

•First implementation of fully automated shower reconstruction to analyze LArTPC data

"15

MicroBooNE Data 

muon  
candidate

 n
o
n
-resp

o
n
sive w

ires

proton  
candidate

subleading 
photon  

candidate

leading 
photon  

candidate

PRD 99, 091102(R) (2019)

⟨σ(ν' + Ar → '− + 1 (0 + X)⟩Φ = 1.9 ± 0.2 (stat.) ± 0.6 (syst.) × 10−38 cm2/Ar

• Exclusive measurements like this one allow us to study final state interactions

• Can compare to past measurements on deuterium and carbon

• Can evaluate accuracy of generators assuming different nuclear models

• First implementation of fully automated shower reconstruction to analyze LArTPC data

●

●

●

→

L. Yates︱Rencontres du Vietnam

ν-Ar Interactions: ν' CC (0

•Exclusive measurements like this one allow us to study final state interactions 

•Can compare to past measurements performed on deuterium and carbon 

‣ Study scaling assumptions in models of production and transport of ( in ν-nucleus interactions 

•First implementation of fully automated shower reconstruction to analyze LArTPC data

"15

MicroBooNE Data 

muon  
candidate

 n
o
n
-resp

o
n
sive w

ires

proton  
candidate

subleading 
photon  

candidate

leading 
photon  

candidate

PRD 99, 091102(R) (2019)

⟨σ(ν' + Ar → '− + 1 (0 + X)⟩Φ = 1.9 ± 0.2 (stat.) ± 0.6 (syst.) × 10−38 cm2/Ar

PR
D 

99
, 0

91
10

2(
R)

 (2
01

9)

See Pip Hamilton’s talk this afternoon

https://doi.org/10.1103/PhysRevD.99.091102
https://indico.cern.ch/event/773605/contributions/3471189/


Adrien Hourlier — MIT — NUFACT 2019

Studying Neutrino Interactions : νμ CCπ0

!24L. Yates︱Rencontres du Vietnam

ν-Ar Interactions: ν' CC (0

•Exclusive measurements like this one allow us to study final state interactions 

•Can compare to past measurements performed on deuterium and carbon 

‣ Study scaling assumptions in models of production and transport of ( in ν-nucleus interactions 

•First implementation of fully automated shower reconstruction to analyze LArTPC data

"15

MicroBooNE Data 

muon  
candidate

 n
o
n
-resp

o
n
sive w

ires

proton  
candidate

subleading 
photon  

candidate

leading 
photon  

candidate

PRD 99, 091102(R) (2019)

⟨σ(ν' + Ar → '− + 1 (0 + X)⟩Φ = 1.9 ± 0.2 (stat.) ± 0.6 (syst.) × 10−38 cm2/Ar

• Exclusive measurements like this one allow us to study final state interactions

• Can compare to past measurements on deuterium and carbon

• Can evaluate accuracy of generators assuming different nuclear models

• First implementation of fully automated shower reconstruction to analyze LArTPC data

●

●

●

→

L. Yates︱Rencontres du Vietnam

ν-Ar Interactions: ν' CC (0

•Exclusive measurements like this one allow us to study final state interactions 

•Can compare to past measurements performed on deuterium and carbon 

‣ Study scaling assumptions in models of production and transport of ( in ν-nucleus interactions 

•First implementation of fully automated shower reconstruction to analyze LArTPC data

"15

MicroBooNE Data 

muon  
candidate

 n
o
n
-resp

o
n
sive w

ires

proton  
candidate

subleading 
photon  

candidate

leading 
photon  

candidate

PRD 99, 091102(R) (2019)

⟨σ(ν' + Ar → '− + 1 (0 + X)⟩Φ = 1.9 ± 0.2 (stat.) ± 0.6 (syst.) × 10−38 cm2/Ar

p
μ
γ

γ

PR
D 

99
, 0

91
10

2(
R)

 (2
01

9)

See Pip Hamilton’s talk this afternoon

https://doi.org/10.1103/PhysRevD.99.091102
https://indico.cern.ch/event/773605/contributions/3471189/


Adrien Hourlier — MIT — NUFACT 2019

Studying Neutrino Interactions : νμ CC inclusive

!25
L. Yates︱Rencontres du Vietnam

ν-Ar Interactions: ν' CC Inclusive
• Single and double differential 

cross sections are measured as  
a function of p' and θ' 

• Use multiple Coulomb scattering 
for measuring muon momentum 

‣ Allows momentum measurement for 
both contained and exiting muons
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• Single and double differential cross 
sections are measured as a function of pμ 
and θμ


• Use multiple coulomb scattering for 
measuring muon momentum => not only 
contained particles!
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MicroBooNE
Addressing the MiniBooNE Excess

3

TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed E

QE
⌫ corresponds to a distribution

of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < E

QE
⌫ < 1250 MeV, compared to a back-

ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < E

QE
⌫ < 1250 MeV en-

ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m

2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �

2
/ndf = 35.2/28, corresponding to a probability of

16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

arxiv:1805.12028
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Figure 5: Results of unfolding the MiniBooNE LEE under both the electron-like intrinsic ⌫e CC hypoth-
esis ( left) and photon-like increased NC resonant � production, with subsequent radiative decay hypothesis
( right), both obtained using the D’Agostini iterative unfolding algorithm. The unfolded spectra itself, as
well as the MiniBooNE Monte Carlo spectrum, t↵, are plotted in both cases indicating the energy dependent
increase necessary to account for the observed MiniBooNE LEE, highlighted by the ratio of these which is
shown below.

As a cross-check, the results of unfolding the electron-like model using the alternative SVD unfolding
approach is shown alongside the D’Agostini’s iterative method in Fig. 6. As can be seen, these distinct
algorithms give strikingly similar central value predictions for the unfolded ratio.

As mentioned above, the unfolding cannot be continued below 200 MeV in true neutrino energy as the
combined e↵ect of detector, reconstruction and ⌫e CCQE analysis selections leads to a 0% MiniBooNE e�-
ciency below this. A 0% e�ciency means that any number of true events below this is equally consistent with
the MiniBooNE observation, thus any extrapolation below this cuto↵ energy would have infinite uncertainty
and give no additional information. The main reason for this drop in e�ciency is a 140 MeV cut applied to
the visible energy of the reconstructed EM shower, as well as the lowest energy bin in reconstructed energy
being at 200 MeV reconstructed EQE

⌫ .

The models presented here are the first and prerequisite step in quantifying the level at which MicroBooNE
can determine or exclude the origin of the MiniBooNE LEE anomaly. These models, as well as any other
hypothesis that one may want to consider, can then be imported into MicroBooNE by rescaling the rate of
intrinsic ⌫e CC events or rate of NC � ! N� events in the MicroBooNE Monte Carlo, allowing for their
direct inclusion in MicroBooNE analyses.

12

200 400 600 800 1000 1200 1400 [MeV]νTrue E

2

4

6

8

10

12

Ev
en

ts
/M

eV

Unfolded Result in MiniBooNE, Electron-like Model

Unfolded MiniBooNE spectra

 spectraνMiniBooNE MC E

MicroBooNE Preliminary

Unfolded Result in MiniBooNE, Electron-like Model

200 400 600 800 1000 1200 1400
 [MeV]νTrue E

0
1
2
3
4
5
6
7

R
at

io
 U

nf
ol

de
d/

M
C

 T
ru

th 500 1000 1500 2000 2500 3000 [MeV]νTrue E

0.5

1

1.5

2

2.5

3

Ev
en

ts
/M

eV
Unfolded Result in MiniBooNE, Photon-like Model

Unfolded MiniBooNE spectra

 spectraνMiniBooNE MC E

MicroBooNE Preliminary

Unfolded Result in MiniBooNE, Photon-like Model

500 1000 1500 2000 2500 3000
 [MeV]νTrue E

0
1
2
3
4
5
6
7

R
at

io
 U

nf
ol

de
d/

M
C

 T
ru

th

Figure 5: Results of unfolding the MiniBooNE LEE under both the electron-like intrinsic ⌫e CC hypoth-
esis ( left) and photon-like increased NC resonant � production, with subsequent radiative decay hypothesis
( right), both obtained using the D’Agostini iterative unfolding algorithm. The unfolded spectra itself, as
well as the MiniBooNE Monte Carlo spectrum, t↵, are plotted in both cases indicating the energy dependent
increase necessary to account for the observed MiniBooNE LEE, highlighted by the ratio of these which is
shown below.

As a cross-check, the results of unfolding the electron-like model using the alternative SVD unfolding
approach is shown alongside the D’Agostini’s iterative method in Fig. 6. As can be seen, these distinct
algorithms give strikingly similar central value predictions for the unfolded ratio.

As mentioned above, the unfolding cannot be continued below 200 MeV in true neutrino energy as the
combined e↵ect of detector, reconstruction and ⌫e CCQE analysis selections leads to a 0% MiniBooNE e�-
ciency below this. A 0% e�ciency means that any number of true events below this is equally consistent with
the MiniBooNE observation, thus any extrapolation below this cuto↵ energy would have infinite uncertainty
and give no additional information. The main reason for this drop in e�ciency is a 140 MeV cut applied to
the visible energy of the reconstructed EM shower, as well as the lowest energy bin in reconstructed energy
being at 200 MeV reconstructed EQE

⌫ .

The models presented here are the first and prerequisite step in quantifying the level at which MicroBooNE
can determine or exclude the origin of the MiniBooNE LEE anomaly. These models, as well as any other
hypothesis that one may want to consider, can then be imported into MicroBooNE by rescaling the rate of
intrinsic ⌫e CC events or rate of NC � ! N� events in the MicroBooNE Monte Carlo, allowing for their
direct inclusion in MicroBooNE analyses.
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Figure 7: A breakdown of background contributions based on Monte Carlo as a function of each analysis
stage for the 1�1p selection. The BNB background contributions are defined according to the final state
particle which contributes most dominantly to the reconstructed shower. Monte Carlo statistical uncertainty
is shown on the total sum as a gray band. Although the selection is dominated by cosmic-related vertices at
the beginning, by the end of the analysis by far the largest remaining background is contributed by NC ⇡

0

events. This is expected, as an NC ⇡

0 in which one photon is lost or mis-reconstructed looks kinematically
and calorimetrically similar to an NC � radiative event. The NC ⇡

0 background itself consists primarily of
events in which the second photon was either not reconstructed or incorrectly merged into another shower
object.

3 Data to Monte Carlo Comparison Validations

Figure 8 provides data and Monte Carlo distribution comparisons after the pre-selection stage of the
analysis. This comparison is made using the first 5E19 POT collected by the MicroBooNE detector.4 The
1�1p topological selection distributions are shown in the panels on the left, and the 1�0p topological selection
distributions are shown in the panels on the right. The top, middle, and bottom rows show these distribu-
tions as functions of di↵erent reconstructed quantities, namely the reconstructed shower energy (the variable

4It is expected that this sample does not contain a statistically significant number of potential signal events.
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4 Projected Physics Sensitivities

Figure 9 shows the expected MicroBooNE sensitivity to a potential NC � radiative cross-section enhance-
ment (left panel) using the full anticipated data set of 6.6E20 POT, constructed using the CLs method [9]. An
enhancement of a factor of 4.6 can be excluded at the 99% confidence level (CL), providing a competitively
sensitive measurement of (or limit to) the neutrino NC � radiative decay cross-section5. In the same figure,
the NC � radiative decay interpretation of the MiniBooNE LEE can be represented as an enhancement
of a factor of 3, indicated by the vertical black line on the figure. To investigate what level of sensitivity
improvement is possible in terms of additional background rejection that may be achievable through the
(ongoing) analysis presented in this note, the sensitivity to the LEE interpretation (factor of 3 enhancement)
is cast in terms of additional background rejection factor in Fig. (10). An additional background reduction
of a factor of approximately 2.2 would be necessary for >99% CL statistics-only sensitivity.

Figure 9: MicroBooNE sensitivity to the NC � ! N�-like cross-section, as well as to the MiniBooNE
low energy excess, if interpreted as NC � ! N�-like process. The sensitivity is represented by the CLs
parameter, and corresponds to the projected statistical-only sensitivity for the full 6.6⇥1020 POT.

5The T2K experiment has publicized bounds [10] which are at least an order of magnitude less sensitive than what is presented
in Fig. 9.
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µ

-enhanced reverse
cuts. The shaded area on top of the stacked histograms represent the statistical error,
dominated by the size of the data off-beam sample.

5.2.2 NuMI beam event studies

It is possible to run this analysis on the complementary NuMI dataset. The NuMI beam is created
from 120 GeV protons hitting a carbon target, while the BNB is created from 8 GeV protons on a
beryllium target. NuMI has also a higher beam intrinsic ⌫

e

component than BNB (5% vs. 0.5%).
Even though it is off-axis, MicroBooNE will still receive ⇠ 2500 ⌫

e

interactions per year. As such,
a study of the events selected in the NuMI dataset is of fundamental importance to validate the ⌫

e

CC0⇡-Np selection algorithm.

6 Future Improvements

6.1 Cosmic tagging with the Cosmic-ray Tagger

As seen in Section 3.7, the dominant source of events passing the pre-selection is cosmic-ray interac-
tions. The Cosmic-ray Tagger (CRT), described extensively in [23], offers several ways to reject these
events at the pre-selection stage. First, a coincidence veto of in-time flashes in the PMTs and CRT
would allow us to reject a significant background of in-time cosmic events. There is some danger
that neutrino interactions are also vetoed by this coincidence, but that is unlikely for ⌫

e

events -
most particles that exit the TPC and can hit the CRT are muons.

Additionally, for events where an out-of-TPC neutrino interaction creates a flash in time with
the beam, but a cosmic interaction is matched to that flash, the CRT can also be useful. TPC-to-
CRT matching of muon tracks can mitigate this background by flagging a TPC Pandora neutrino
candidate object, and allowing us to reject out-of-time cosmic rays matched to an in-time, out-of-
TPC neutrino flash.

Cosmic-ray rejection is particularly important at low energy, where the component of events with
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Figure 19: Reconstructed energy spectrum of the events selected with the photon-enhanced reverse
cuts. The shaded area on top of the stacked histograms represent the statistical error,
dominated by the size of the data off-beam sample.

5.1.2 CC ⌫

µ

-enhanced reverse cuts

It is possible to enhance the presence of the CC ⌫

µ

background (defined as beam intrinsic ⌫

µ

in our
analysis) by (1) requiring a minimum track length, (2) inverting the cut on the proton BDT (from
BDT score > 0.1 to BDT score < 0.1), and (3) requiring that the event is selected by the external
⌫

µ

CC-inclusive analysis [13] (see Figures 15a, 10a). Also in this case the CC ⌫

µ

-enhanced sample
will be orthogonal to the ⌫

e

CC0⇡-Np selected sample. A CC ⌫

µ

event has, by definition, a muon
in the final state: as such, requiring a track length larger than 20 cm and inverting the cut on the
proton BDT decreases our muon-rejection power. The goal of the external analysis is to select CC
⌫

µ

events, so instead of vetoing those events as described in Section 3.7, we invert this requirement
by allowing only these events.

Figure 20 shows the agreement between data and Monte Carlo for the reconstructed energy spec-
trum of the CC ⌫

µ

-enhanced event spectrum.

5.2 Future Validation Studies

5.2.1 Cosmic-ray studies

In order to validate the cosmic-ray components of our selected events it is possible to compare
simulated events with a CORSIKA cosmic ray producing a flash in the optical system during the
beam-gate window and the data off-beam sample. In this way we will be able to check if the
distributions of the variables we use (e.g. shower energy, shower dE/dx) show a good agreement
between the simulation and a well-understood set of data events. It will help to validate the cosmic
background components and also the energy and dE/dx reconstruction procedures.
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Pandora-Based CC0$Np Selection 
MICROBOONE-NOTE-1038-PUB• What does a MiniBooNE-like LEE signal look 

like in MicroBooNE?

• 2 hypotheses : 

• νe-like excess 

• γ-like excess (NC Δ radiative decay 

resonance)

• Deconvolve MiniBooNE’s detector effects 

• Convolve MicroBooNE’s detector effects

• νe-like excess mostly at low energy 

=> electron shower topology different at low 
energy

MICROBOONE-NOTE-1043-PUB

https://microboone.fnal.gov/wp-content/uploads/MICROBOONE-NOTE-1043-PUB.pdf
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• Multiple, independent blind analyses

• Multiple reconstruction packages

• Multiple target event topologies


• Electron-like :

• WireCell reconstruction

• Deep Learning reconstruction

• Pandora multi-algorithm 

reconstruction

• Photon-like :

• Pandora multi-algorithm 

reconstruction

See the talk from Mark Ross-Lonergan on Friday

MICROBOONE-NOTE-1040-PUB Eur.Phys.J. C78 (2018) no.1, 82
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Selections for νe Events

•Multiple complimentary searches 

‣ High purity, exclusive 1e1p with Deep Learning 

‣ High efficiency, more inclusive 1e0(Np with Pandora 

‣ Fully inclusive with Pandora, WireCell 

•Major challenges 

‣ Reconstructing low-energy electrons that do not shower 

‣ Rejecting non-νe backgrounds (cosmic and beam-related) 

•Have irreducible background from beam intrinsic νe

"20
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p

e−

1e0%Np Topology

MicroBooNE 
Simulation

Reconstructed  
proton tracks

Reconstructed electron shower

MICROBOONE-NOTE-1038-PUB

Multiple complimentary searches: 
• High purity, exclusive 1e1p with Deep Learning

• High efficiency, more inclusive 1e0πNp with 

Pandora

• Fully inclusive with Pandora+WireCell


Major challenges 
• reconstructing low energy electrons that do not 

shower

• rejecting non-νe backgrounds
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https://microboone.fnal.gov/wp-content/uploads/MICROBOONE-NOTE-1038-PUB.pdf
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Adrien Hourlier — MIT — NUFACT 2019

Selecting γ-Like Events
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Selections for NC ∆ Rad. Events
• NC ∆ radiative search is investigating both 

1γ1p and 1γ0p to maximize signal statistics,  
and is using Pandora reconstruction 

• Major challenge is understanding and 
rejecting NC (0 backgrounds 
‣ Topology for these is 2γ1p or 2γ0p, but second 

shower can be difficult/impossible to reconstruct 

• The NC ∆ → (p/n) + γ process hasn’t been 
measured in a neutrino experiment before, 
so this analysis expects to be the first

"22

MICROBOONE-NOTE-1041-PUB

10
 c

m

10 cm

Simulation

252 MeV photon

• NC Δ radiative search in investigating both 
1γ1p and 1γ0p to maximize signal statistics, 
and is using Pandora reconstruction


• Major challenge is understanding and 
rejecting NCπ0 backgrounds. Topology for 
these is 2γ1p or 2γ0p, but second shower 
can be difficult/impossible to reconstruct


• First analysis of the NC Δ ⟶ p+γ interaction 
by a neutrino experiment!

MicroBooNE 
Simulation

MICROBOONE-NOTE-1041-PUB

https://microboone.fnal.gov/wp-content/uploads/MICROBOONE-NOTE-1041-PUB.pdf
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Constraining Systematics
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• Want to constrain systematics on intrinsic νe backgrounds


• unconstrained flux and cross section uncertainties are 20-30%


• constraints should significantly improve our sensitivity to an excess


• Also want to constrain other beam-related backgrounds


• Without near detector, we plan to use measurements of νμ events to 
constrain our uncertainties
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Constraining systematics
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νμ simulation

νe-only simulation

• Deep Learning based reconstruction and 
selection MICROBOONE-NOTE-1039-PUB


• Re-weight events to account for neutrino 
generator systematic uncertainties (flux & 
cross section)


• Generate uni-simulations to account for 
detection and selection systematic 
uncertainties

https://microboone.fnal.gov/wp-content/uploads/MICROBOONE-NOTE-1039-PUB.pdf
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•MiniBooNE has presented an updated measurement of a low energy 
excess with twice the statistics in neutrino mode in 2018

•Very stable and well understood detector

• In Situ measurement of the backgrounds and different ν-C cross sections

•Combined LSND+MiniBooNE excess has a 6.1σ significance


•MicroBooNE has made significant progress towards analyses that will test 
both possible interpretations of the MiniBooNE excess

•Signal processing, calibration and detector physics

• ν-Ar cross section measurements

• Independent analyses, exploring different hypotheses for the excess, 

different final states and different reconstructions

•Constraining systematics by using in situ measurement of νμ
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each). (2) Using the following procedure, signal and
background templates in PMThits5ns are formed using
the high-statistics NT region distribution as a reference,
where signal and background are expected to be constant.
The candidate signal template is drawn from a large number
of possible shapes and normalizations within reasonable
physical limits. In the signal region (0–120 PMThits5ns),
the background template is defined such that the candidate
signal plus background distribution is equal to the NT data.
Figure 2 shows an example set of templates overlaid on
data in NT. (3) In each of the three early-time and three late-
time bins, the normalization of each background template is
adjusted so that it is consistent with the number of events
observed in each time bin’s background-only region.
Figure 3 shows an example set of constant-shaped back-
ground templates for each of the early-time and late-time
bins. (4) A Poisson extended maximum likelihood χ2

statistic [1,37,38] is formed from a comparison between
the signal + background templates and data in the signal
regions of the three early-time and three late-time bins. This
treatment is studied later with Monte Carlo simulations.
The procedure is then repeated for various combinations of
candidate signal shapes, normalizations, and end points.
For a particular time bin (i), excluding the NT bin, the

signal region data are distributed into 12 PMThits5ns bins
(j) from 0–120. A χ2i for a Poisson-distributed variable is
then formed by comparing the data (di;j) and a prediction

(Pi;j;α) based on the signal model (Tj;α) with signal
normalization α plus the background (Bi;j) such that
Pi;j;α ¼ Tj;α þ Bi;j,

χ2i;α ¼ 2
X

j

!
Pi;j;α − di;j þ di;j lnðdi;j=Pi;j;αÞ di;j > 0

Pi;j;α di;j ¼ 0:

We then marginalize over the signal normalizations in each
time bin to produce χ2i ¼ minαðχ2i;αÞ.
No KDAR signal events from the absorber are expected

in the first 200 ns time bin. This time period, therefore,
contains the expected PMThits5ns shape of the back-
ground distribution in the signal region. In the first
time bin, the measured ratio of data events in the
0–120 PMThits5ns signal region (28) to total number
of events (118) is compared to the equivalent ratio for the
current candidate model’s background prediction to form
an uncertainty weighted pull term (fpull). This pull term
penalizes candidate models that produce background tem-
plates inconsistent with the first time bin. Finally, the total
χ2 for a particular model shape and normalization is given
by χ2 ¼

P
i χ

2
i þ fpull.

We test a set of physically allowed and reasonable
models with the parameter sets a ∈ ½2.0; 8.0&,
b ∈ ½0.0; 6.0&. Models with 0.0 < a < 2.0 are considered
unphysical and inconsistent with all predictions since they
are initially concave down or do not go to zero at
Tμ ¼ 0 MeV. We also test a range of muon kinetic energy
“effective end points,” Tmax

μ ¼ 95–115 MeV. Although the
separation energy in 12C is 17 MeV, corresponding to a Tμ

end point of 112 MeV, we consider this range of effective
end points for capturing the characteristic behavior of the
distribution near threshold, limited by the coarse sensitivity
of a two-parameter model.
The best fit model parameters found are a ¼ 2.0,

b ¼ 0.88, with a signal normalization of 3700' 1250
events (χ2min ¼ 72.6 with 64 degrees of freedom). The
NT data and best fit signal and background distributions
are shown in Fig. 2, and the corresponding results for each
early- and late-time bin are shown in Fig. 3. The extracted
Tμ and ω ¼ 236 MeV −mμ − Tμ distributions with 1σ
(χ2min þ 2.3) shape-only allowed bands are shown in
Fig. 4. The result is shown with Tmax

μ ¼ 95 MeV, repre-
senting the best fit effective end point, noting that Tmax

μ

values up to the physical limit of 112 MeVare not strongly
disfavored. A simulation with events distributed according
to the best fit shape and data normalizations in each time
bin confirms that the size of the 1σ allowed region is
reasonable, with 61% (65%) of best fit values falling in the
2 (3) parameter shape-only (rateþ shape) contour. In the
case that the end point is included as an additional shape
parameter, we find that 66% of best fit values fall in the
three parameter shape þ end point contour.

FIG. 3. (Left) the three early-time, background-enhanced bins.
(Right) the three late-time, signal-enhanced bins. The data (black
solid line with stat-only error bar), best-fit signal (green), best-fit
background (orange), and total signalþ background (black
dotted-line) distributions are shown.
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The candidate signal template is drawn from a large number
of possible shapes and normalizations within reasonable
physical limits. In the signal region (0–120 PMThits5ns),
the background template is defined such that the candidate
signal plus background distribution is equal to the NT data.
Figure 2 shows an example set of templates overlaid on
data in NT. (3) In each of the three early-time and three late-
time bins, the normalization of each background template is
adjusted so that it is consistent with the number of events
observed in each time bin’s background-only region.
Figure 3 shows an example set of constant-shaped back-
ground templates for each of the early-time and late-time
bins. (4) A Poisson extended maximum likelihood χ2

statistic [1,37,38] is formed from a comparison between
the signal + background templates and data in the signal
regions of the three early-time and three late-time bins. This
treatment is studied later with Monte Carlo simulations.
The procedure is then repeated for various combinations of
candidate signal shapes, normalizations, and end points.
For a particular time bin (i), excluding the NT bin, the

signal region data are distributed into 12 PMThits5ns bins
(j) from 0–120. A χ2i for a Poisson-distributed variable is
then formed by comparing the data (di;j) and a prediction

(Pi;j;α) based on the signal model (Tj;α) with signal
normalization α plus the background (Bi;j) such that
Pi;j;α ¼ Tj;α þ Bi;j,

χ2i;α ¼ 2
X

j

!
Pi;j;α − di;j þ di;j lnðdi;j=Pi;j;αÞ di;j > 0

Pi;j;α di;j ¼ 0:

We then marginalize over the signal normalizations in each
time bin to produce χ2i ¼ minαðχ2i;αÞ.
No KDAR signal events from the absorber are expected

in the first 200 ns time bin. This time period, therefore,
contains the expected PMThits5ns shape of the back-
ground distribution in the signal region. In the first
time bin, the measured ratio of data events in the
0–120 PMThits5ns signal region (28) to total number
of events (118) is compared to the equivalent ratio for the
current candidate model’s background prediction to form
an uncertainty weighted pull term (fpull). This pull term
penalizes candidate models that produce background tem-
plates inconsistent with the first time bin. Finally, the total
χ2 for a particular model shape and normalization is given
by χ2 ¼

P
i χ

2
i þ fpull.

We test a set of physically allowed and reasonable
models with the parameter sets a ∈ ½2.0; 8.0&,
b ∈ ½0.0; 6.0&. Models with 0.0 < a < 2.0 are considered
unphysical and inconsistent with all predictions since they
are initially concave down or do not go to zero at
Tμ ¼ 0 MeV. We also test a range of muon kinetic energy
“effective end points,” Tmax

μ ¼ 95–115 MeV. Although the
separation energy in 12C is 17 MeV, corresponding to a Tμ

end point of 112 MeV, we consider this range of effective
end points for capturing the characteristic behavior of the
distribution near threshold, limited by the coarse sensitivity
of a two-parameter model.
The best fit model parameters found are a ¼ 2.0,

b ¼ 0.88, with a signal normalization of 3700' 1250
events (χ2min ¼ 72.6 with 64 degrees of freedom). The
NT data and best fit signal and background distributions
are shown in Fig. 2, and the corresponding results for each
early- and late-time bin are shown in Fig. 3. The extracted
Tμ and ω ¼ 236 MeV −mμ − Tμ distributions with 1σ
(χ2min þ 2.3) shape-only allowed bands are shown in
Fig. 4. The result is shown with Tmax

μ ¼ 95 MeV, repre-
senting the best fit effective end point, noting that Tmax

μ

values up to the physical limit of 112 MeVare not strongly
disfavored. A simulation with events distributed according
to the best fit shape and data normalizations in each time
bin confirms that the size of the 1σ allowed region is
reasonable, with 61% (65%) of best fit values falling in the
2 (3) parameter shape-only (rateþ shape) contour. In the
case that the end point is included as an additional shape
parameter, we find that 66% of best fit values fall in the
three parameter shape þ end point contour.

FIG. 3. (Left) the three early-time, background-enhanced bins.
(Right) the three late-time, signal-enhanced bins. The data (black
solid line with stat-only error bar), best-fit signal (green), best-fit
background (orange), and total signalþ background (black
dotted-line) distributions are shown.
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Semantic Segmentation Networks
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• SSNets identify the content of an image, and work 
the convolution chain back to the location of the 
identified objects


• Pixel-level identification

• Trained to recognize tracks to shower

• Track/shower boundaries can be  

potential vertex!

• How to validate such network?


• use manual pixel labeling from trained 
physicist


• network -human agreement to within 2.5%
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