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HMPID DCS DURING RUN2 

HMPID's DCS software demonstrated good stability and 
operability during the LHC RUN2 period. No particular 
inefficiencies were highlighted and some inconveniences found, 
were solved effectively. 

Nonetheless, the system is not yet fully automated and the 
intervention by the on-call expert has often been requested. 

The DCS, designed and built between 2004 and 2008, is composed 
by obsolete versions of software, which are poorly efficient on the 
most modern hardware installed at P2. 

Finally, the GUI presents a 'vintage' graphic that should be 
modernised according to current GUI design trends.
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IMPROVEMENTS DURING LS2

High & Low voltage sub-system 

C6F14 Liquid Circulation sub-system 

DCS SIEMENS WinCC software 

DCS Historical Data manipulation 

HMPID sub-systems on which to intervene :
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HIGH & LOW VOLTAGE

Substitution of the CAEN SY1527 main Power Supply 
controller with a new SY4527 version 

General maintenance and possible replacement of HV 
cards 

Verification and possible repair of the HV cables 

General maintenance and possible replacement of CAEN 
EASY system LV boards.

Hardware
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HIGH & LOW VOLTAGE

Complete revision of the FSM control software, in 
order to better respond to the new standard of DCS 
control commands (GO_SAFE, etc.)  

Implementation of an automatic recovery mechanism 
from trip conditions of HV channels 

Introduce a graphic facility for the shifter, which 
allows a simpler manual recovery from trip 
conditions

Software
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C6F14 LIQUID CIRCULATION

General maintenance and possible replacement of 
SIEMENS PLC modules 

Complete review of the Transparency Measurement 
Station 

Hardware
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Porting of the PLC software in the actual version of 
SIEMENS STEP7 development environment 

Implementation of the functionality to modify the 
operating parameters remotely by means of the DCS 
GUI 

Complete the automation of the control for the 
Liquid Circulation System and the Transparency 
Measurement Station

Software

C6F14 LIQUID CIRCULATION



A.Franco INFN Bari - Italy CERN - 14 December 2018

SIEMENS WINCC SOFTWARE

General upgrading to the new WinCC AO version 

Complete review of the FSM/SMI control software 

Review of the ‘Configurator Agent’ software 

ALICE O2 integration 

Design and implementation of a frontend GUI for the 
friendly extraction of historical data
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ALICE O2 AND HMPID DCS (I)

Acording the information reported on the 
Upgrade of the Online–Offline Computing 
System TDR (CERN-LHCC-2015-006) the 
Detector DCS will be able to exchange data with 
the ALICE O2 System.

46 The ALICE Collaboration

Monitoring

All O2 components are capable of providing monitoring parameters, like heartbeats, processing status
and other critical metrics. All these data are collected by the Monitoring system where they are processed
in quasi real time in order to trigger alerts or take automatic corrective actions. This system also aggre-
gates monitoring data streams and persistently stores the relevant metrics to provide high-level views of
the system and to support analysis over long periods.

The Control system can assess the health of the system in general and trigger actions accordingly, for
example if a process fails to report as running or critical services report an error condition.

Logging

Log messages are considered to be part of the monitoring data and therefore use the same infrastructure.
Dedicated visualisation tools allow the shift crew and remote experts to display, filter and query log
messages, thus providing a global monitoring perspective of all O2 components.

5.7 Detector Control System

The DCS ensures safe, reliable, and uninterrupted operation of the experiment. It also serves as an
important communication exchange point, providing vital data for detector operation, physics analysis,
and safety systems as well as for external services, including the LHC. The upgrade of the online and
offline computing into the O2 system will modify some of the interfaces of the DCS as explained below.

The interfaces of the DCS are shown in Fig. 5.10. The DCS data are processed in the Central Supervisory
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Figure 5.10: DCS interfaces with detector devices, external services and the O2 system.

Control and Data Acquisition (SCADA) system, based on WINCC Open Architecture (WINCC OA),
provided by SIEMENS. The core of the control system is autonomous and serves its purpose even in the
absence of external systems and services (i.e. during network outage or external system maintenance).

In addition the detector will make a use of GBT-based read-out links. These 
links are interfaced to the O2 system and are used for transferring both physics 
and control data. The electronics of the detector will therefore be accessed by 
the DCS through the O2 system.
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ALICE O2 AND HMPID DCS (II)

The data exchanged between the DCS and the O2 system can 
be  divided  into  two  categories:  the  conditions  and  the 
configuration data. 

The Configuration data are reloaded each time the detector 
configuration changes, as during RampUp. All configuration 
data are retrieved from the DCS configuration database 

The Conditions data are collected, during the Data Tacking, 
from devices such as temperature, power supplies 
parameters, gas references, etc. ..

“The O2 architecture will be based on a Data Collector, that connects to all detector systems and acquires available 
conditions data. It consults the DCS configuration and Archival databases and finds the physical location of each 
datapoint.  With  this  information,  it  establishes  connections  to  individual  systems  and  subscribes  to  published 
values”. 

94 The ALICE Collaboration
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Figure 7.13: The DCS Data Collector and DCS Access Points.

A dedicated Data Collector Manager (DCM), implemented in WINCC OA, serves as a main access point
for the Data Collector and covers most of the O2 needs. It receives all value changes from WINCC OA
and pushes them to the Data Collector. Laboratory tests have proved that DIM could be used as transfer
protocol between the DCM and Data Collector with sufficient performance margin. The additional load
introduced on WINCC OA systems by the DCM stays within reasonable limits.

For fast changing parameters, the device access layer can be used as a complementary access point
and the Data collector can retrieve the values directly from the device drivers. This approach makes it
possible to bypass the data processing in WINCC OA and provides instant access to the measured values.

Each stage of DCS data processing adds latencies. The biggest contributor to the delay between the
physical value change and the published timestamp are the controls devices and the channel polling
mechanism implemented in their firmware. For most parameters the effect is negligible, except perhaps
for the fast detection of glitches. To overcome this limitation, dedicated measuring devices based on fast
hardware have been installed. These devices monitor the fast changing parameters and publish them to
the Data Collector. In parallel, all values are timestamped and sent to WINCC OA to be archived along
with standard data.

Finally, an access point attached to the archival database gives access to historical values. The Data
Collector can retrieve DCS data for any period of time and make them available to consumers. This
working mode is reserved mainly for interfaces to external systems, such as the LHC.

A Data Collector Manager DCM, implemented in WinCC will push data to Data 
Collector, using DIM as transfer protocol
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TIME SHEDULE

TASK DURATION START END

DCS software O2 upgrade 120 h 23/10/19 27/11/19

DCS software upgrade 300 h 08/11/19 19/02/20

Istallation and test of DCS 40 h 25/03/20 06/04/20

DCS software HV improvement 80 h 01/10/19 23/10/19 

HMPID DATE software framework in O2 120 h 19/02/20 25/03/20

Maintenace and test of Freon Transparency plant 7 h 29/10/19 11/11/19

Maintenance of HMPID Database 22 h 29/07/20 07/09/20 

Trigger Fan In/Out module firmware/software development 60 h 08/05/19 28/05/19

Istallation and test of DCS - Readout comunication software 32 ore 07/05/20 15/05/20

Liquid system PLC software upgrade 240 h 01/02/19 24/05/19 

Istallation and Test of FLPs 80 h 06/04/20 07/05/20
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… waiting for RUN THREE ?!


