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GARR Computing and Storage
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Aim

Let user access GARR Cloud and Container platform using their
single personal account

* GARR Cloud user access mainly via Federated authentication
e IDEM/EduGAIN, OIDC

* no basic keystone auth (local password)

-> use Keystone as external Identity provider for Kubernetes
* WebHook token authentication
* Joint work by GARR and SWITCH within GEANT project GN4-2

(at GARR mainly by Roberto di Lallo)
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SIG-OpenStack in Kubernetes

Changelogs in Kubernetes have a SIG-Openstack section! Heads up !
https://github.com/kubernetes/kubernetes/blob/master/CHANGELOG-1.11.md

* OpenStack built-in cloud provider is now deprecated. Please use
the external cloud provider for OpenStack. (#63524, @dims)

* In-tree support for OpenStack credentials is now deprecated.
please use the '"client-keystone-auth" from the cloud-provider-
openstack repository. details on how to use this new capability
is documented here (#64346, (@dims)

https://github.com/kubernetes/cloud-provider-openstack/
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SIG-OpenStack in Kubernetes
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Don’ £t use Opensource: ADOPT Opensource

Upstream merged patches by SWITCH and GARR

Get a token using Keystone Application Credential

* https://github.com/kubernetes/cloud-provider-openstack/pull/282
Gophercloud: Add support to authenticate with application credential
* https://github.com/gophercloud/gophercloud/pull/1224

* (Does not implement CRUD functions)
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Integration on GARR Cloud

1. new Juju charm kubernetes-keystone

-> installs Webhook token authenticator on kubernetes-master

Q kubernetes-keyste X @ Login

B juju deploy cs:~csd-garr/kubernete =
KUberneteS KeyStone #9 Addtomodel

By csd-garr - Subordinate (3 - Stable

Supports: ' Xenial || Bionic |
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Integration on GARR Cloud

2. Application credenti

-> OpenStack release Rocky

3. OpenStack dashboard

als

-> Kubeconfig generator from Application Credentials

-> Patch to Horizon proposed:

-> review in progress, contribute if you like it!

https://review.opendev.

:)

4. User account creation workflow automated
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User account creation workflow

L((;GZ) GARR Cloud Dashboard

User requests
Authenticate using
account B J
Don't have an account yet? Ple sé;‘r—r—ealg edu‘(?/\\m Sign up with IDEM or eduGAIN

Other sign up options

By registering you agree to our terms of service and privacy policy.

Register to GARR Federated Cloud

OpenStack NEW Access Requests

-
Adm1n approve S User Access Requests | User Access Requests Status | Approved User Emails | Approved User IdPs | Projects

Created
Source Name and Surname Username Email on Comments ACTION
Google Luca Gazzola l.gazzola@campus.unimib.it l.gazzola@campus.unimib.it None
—
 Create user+proj demo )
[ o
vecine
Google CLAUDIO CINCOTTA  cnccld93a05f158v@studenti.unime.it cnccld93a05f158v@studenti.unime.it None Create user
Create user+proj demo
. .
. Decline
Approval triggers creation workflow:

-> OpenStack: username, (garrdemo) project assignment
-> k8s: user namespace with quotas, bound to username

-> User notified by email

TN >~ —___ _—
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User access

(_((:G_) GARR Cloud Dashboard

Authenticate using

IDEM Federatior

Don't have an account yet? Please Register

D *
1d3e5f013c654c46ae188f69b4che8hd

Name *

my-app-cred
Secret *

stUirCZgwjauoxsGWVIAYVN4JgGReQP33
CmgoMLohUVTDI8VQWEFVRgGSeRsh6Z
Sgts9oxtOyyfRHORYhWAgWwW

& Download openrc file

P e—

P Va1 -

Your application credential

Please capture the application credential ID
and secret in order to provide them to your
application.

The application credential secret will not
be available after closing this page, so you
must capture it now or download it. If you
lose this secret, you must generate a new
application credential

For the Kubernetes configuration file
please refer to the Documentation.

& Download clouds yam\[ & Download kubeconfig file

Close

il

I

Name *
my-app-cred

Description

Secret

Expiration Date
22/05/2019

Expiration Time

Roles

Member

O Unrestricted (dangerous)

Create Application Credential

Namespace (Kubernetes)

g-colla-garrit

Description:
Create a new application credential.

The application credential will be created for
the currently selected project.

You may provide your own secret, or one will
be generated for you. Once your application
credential is created, the secret will be
revealed once. If you lose the secret, you will
have to generate a new application credential.

You may give the application credential an
expiration. The expiration will be in UTC. If you
provide an expiration date with no expiration
time, the time will be assumed to be 00:00:00.
If you provide an expiration time with no
expiration date, the date will be assumed to be
today.

You may select one or more roles for this
application credential. If you do not select any,
all of the roles you have assigned on the
current project will be applied to the application
credential.

By default, for security reasons, application
credentials are forbidden from being used for
creating additional application credentials or
keystone trusts. If your application credential
needs to be able to perform these actions,
check "unrestricted".

Cancel Create Application Credential
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Kubeconfig

apiVersion: vl
kind: Config
clusters:
- name: kubernetes
cluster:
server: "https://k8s-api-pal.cloud.garr.it:443"
certificate-authority-data:
contexts:
- name: kubernetes
context:
cluster: kubernetes
user: colla@garr.it
namespace: g-colla-garrit
current-context: kubernetes
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Kubeconfig (Cont'd)

users:
- name: colla@garr.it
user:
exec:
apiVersion: client.authentication.k8s.io/vlbetal
command: bin/kubectl-keystone-auth
args:
- "--keystone-url=https://keystone.cloud.garr.it:5000/v3"
- "--domain-name=none"
- "--user-name=colla@garr.it"
- "--application-credential-id=£394734..."
- "--application-credential-secret=XXXXXXX"
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Kubernetes user access

* Download kubeconfig file in ~/.kube/config

* Download keystone auth plugin (git@GARR) in
~/ .kube/bin/kubectl-keystone-auth

e Install kubectl... and work!

G Compute Containers Apps i Community Support

(—(& Container Platform

The GARR Cloud Container Platform is an environment for automating deployment, scaling, and
Table Of Contents management of containerized applications, based on

Container Platform

e e I cloud.garr.it/containers

Application Credentials

= Linux
SR 95 Kubernetes enables rapid application development and iteration by making it easy to deploy, update,
= 25;2;:::1 and manage your applications and services. You can attach persistent storage and even run a
Credentials database in your cluster. Simply describe the compute, memory, and storage resources your application
= MNamespaces containers require, and Kubernetes provisions and manages the underlying cloud resources
= Dashboard Access automatically.
= Testing
= Persistent Volumes Support for hardware accelerators enables running Machine Learning, General Purpose GPU, High-
= Use Case Example Performance Computing, and other workloads that benefit from specialized hardware accelerators.
= Package Deployment with , 3 2
Helm For an introduction to Kubernetes try the Kubernetes Basics tutorial.
SRCLERS The GARR Container Platform uses the same accounts as the GARR Cloud Compute Platform. To
Quick search appy for an account, register here.
Go
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