
Machine	Learning	and	Quality	
Control	in	ALICE	

3-4	Dec	2018,	CERN	
https://indico.cern.ch/event/766450	

56	registered	participants!	
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Goals	

•  Bring	together	ML	and	HEP	communities	to	
discuss	applications	of	ML	techniques	for	data	
quality	control	(QC)	

•  Discuss	data	sets	and	tools	for	application	of	
ML	techniques	in	ALICE	

•  Discuss	problems	to	be	solved	with	ML	
techniques	for	online	and	offline	QC	in	ALICE	
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Outline	

•  ML	techniques	for	anomalies	detection		
•  CMS	and	ATLAS	experience	with	ML	for	QC	
•  QC	data	sets	for	ML	in	ALICE	
•  Examples	of	ML	usage	for	QC	in	ALICE	
•  ML	tools	in	ALICE	
•  ML	for	ALICE	QC	in	Run3	
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Anomalies	detection	with	ML	
techniques	

6-Dec-2018	 Jacek	Otwinowski	 4	

•  Classification	of	anomalies	(needed:	labelled	dataset)	
•  Regression	of	one	value	which	may	indicate	anomalies	(needed:	dataset	with	

known	values)	
•  Clustering	of	unknown	data	and	searching	for	outliers	(needed:	noisy	data)	
•  Dimensionality	reduction	for	sparse	data	representation	and	searching	of	

outliers	(needed:	high	dimensional	data)	

Kamil	Deja	

K-means	

Clusterization		

Input	

Autoencoder	

Output	

Classification	and	Regression			

Neural	Networks	



Online	deep	learning	for	pulsed-signal	
forecasting		
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Creig	Bower	Example:	ECG	forecasting	

Combines	evolutionary	survival	of	the	fittest	strategy	with	parallel	stochastic	average	
gradient	descent	à	can	be	consider	for	DCS	data	



CMS	–	Data	Quality	Monitoring	(DQM)	
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Mantas	Stankevicius		

•  ML	techniques	are	used	
for	online	anomaly	
detection	and	offline	
data	certification	

•  Do	not	replace	experts	
but	minimize	human	
errors		



CMS	Drift	Tubes	–	online	anomalies	
detection	
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Mantas	Stankevicius		

Local:		
Each	layer	is	treated	independently	
	
Regional:		
Use	information	from	all	layers	from	
individual	chambers	
	
Global:	
Information	from	all	chambers	for	a	given	
run		
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Mantas	Stankevicius		

Local		 Regional		

•  Supervised	Convolutional	
Neural	Networks	(CNN)	
outperforms	other	
methods	(ROC	AUC:	0.995)			

•  Successfully	applied	in	
production	

Global		

•  Semi-supervised	
autoencoder	variation	

CMS	Drift	Tubes	–	online	anomalies	
detection	

•  The	position	impact	
occupancy	patterns			

•  Autoencoders	learn	a	
compressed	
representation	of	
chamber	data		



CMS	– offline	anomalies	detection	
with	Autoencoders	
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Mantas	Stankevicius		

Features	are	grouped	by	physics	objects:	
A:	Reconstruction	errors	is	small		
B:	Reconstruction	error	is	high		

•  Anomalies	seen	for	muons	and	jets	

ROC	AUC	=	0.978	
	



ATLAS	–	Data	Quality	Monitoring	
(DQM)	
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Peter	Onyisi			



ATLAS	–	DQ	Defect	Entry	System	
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Peter	Onyisi			



ATLAS	–	ML	for	DQM		
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Peter	Onyisi			

•  No	active	deployment	of	ML	for	DQM	during	Run2.	Developments	under	consideration	
for	Run3.		

•  Investigated	so	far	
•  Prediction	of	L1	trigger	rates	from	luminosity,	learning	from	time	series	in	a	given	

run		
•  Anomaly	detection:	flag	luminosity	blocks	which	look	“different”	from	others	

using	Autoencoders,	Boosted	Decision	Trees,	…	
•  Conceptual	ideas		

•  Automated	predictions	of	reference	histograms	for	a	given	e.g.	luminosity,	run	
length	

•  Discover	correlations	of	detector	„defects”	and	characteristic	of		predicted	
histograms	

•  General	
•  very	easy	to	have	false	positives	(keep	discovering	that	luminosity	/	prescales	

changes	during	Run)	
•  	need	value-added	over	human	checks	



ALICE	data	sets	for	ML	
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Jens	Wiechula		

Simple	interface	to	access	this	data		•  Online/offline	detector	QA	(root	files)	
•  Calibration	(OCDB	–	root	files,	partially	

contains	DCS	info)		
•  Logbook	(SQL)		
•  MonALISA	
•  DCS	(ORACLE	–	DARMA	inteface)	–	no	

automatized	access	by	user	
	
	

Online/offline	detector	QA	
to	be	extracted	in	smaller	
time	intervals	(~5	min.)	–	
better	for	ML	



ALICE	data	sets	from	HLT/Overwatch	
for	ML	
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•  Accessible	from	EOS	
•  Trending	information	is	also	extracted		
•  Very	good	data	sample	for	ML	

Raymond	Ehlers	

•  Data	stored	in	short	time	
intervals	(~	5	min)	

•  Cumulative	statistics	
	



Pipeline	data	analysis			
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Marian		Ivanov	

•  Differential	QA	
•  Study	detector	performance	–	parametrization	maps,	physical	models,	…	
•  Feasibility	studies	
•  MC	vs	data	comparison	and	MC	tuning	on	data	
•  Enable	ML	techniques	(MVA)	
	



Interface	to	MVA	methods	in	ALICE	
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Marian		Ivanov	



ML	and	error	estimate	with	ML	
methods	
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Marian		Ivanov	

Currently	no	standard	methods	in	ML	to	estimate	
errors	in	the	regions	with	sparse	data		



TPC	QC	data	classes	example	with	ML	
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Kamil	Deja	

Class\Approach Definitely 
good 

Good Definitely 
bad 

Detector was ON and running according to nominal 
specifications  

ok ok To check 

Not set To check To check To check 

Good data but some not full TPC acceptance To check ok To check 

detector was ON; but output can not be trusted  
/ is known to be not usable  

To check To check bad 

Example	(TPC	Jan	2016	–	Dec	2017)	~	1000	runs	

●  217	numerical	physical	parameters	mapped	with	PCA	to	26	dimensions	with	100%	

information	preserved	

●  New	dimensions	showed	no	significant	correlation	with	run	number	
.		



TPC	QC	data	classification	example	
with	ML	
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Kamil	Deja	

•  Best	performance	of	Random	Forest	
•  Assignment	of	the	quality	label	in	75%	of	

the	cases	with	over	95%	accuracy	

Definitely	good	 	Good	 	Definitely	bad	



Example:	PID	with	ML	in	ALICE	
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Łukasz	Graczykowski	et	al.		Focus	on	Kaons	



PID	with	ML	example	in	ALICE	
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Łukasz	Graczykowski	et	al.		Kaon	in	TPC	and	TOF	

More	efficient	kaon	identification	with	by	ML	methods	(Random	Forest)	
	



PID	with	ML	example	in	ALICE	

6-Dec-2018	 Jacek	Otwinowski	 22	

Łukasz	Graczykowski	et	al.		Background	(not	Kaons)		in	TPC	and	TOF	

Much	better	background	(not	Kaon)	rejection	by	ML	methods	(Random	Forest)	



EMCAL	QC	with	ML	examples	
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Markus	Fasel		PAR/L1	phase	problem		

Bad	channel	calibration	

Neural-Network	based	signal	extraction	
implemented	for	EMCAL	
•	Training	data:	LED	run	
•	Fast	
•	Good	time	resolution	(similar	to	standard	method)	
•	Amplitude	underpredicted	
à	Not	yet	production	ready	



Common	framework	for	ML	analysis	in	ALICE	
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Gian	Michele	Innocenti	

Proving	flexible	tool	to	perform	Machine	Learning	analysis.	It	includes:	
•  	Common	Ntuplizer	for	TTree	creation	that	can	run	on	the	Grid	using	LEGO	trains	
(effort	led	by	Andrea	Festanti,	important	help	from	Markus/Jan	for	the	LEGO	part)	
•  ROOT	to	Pandas	DataFrame	conversion:	

•  convert	the	root	TTree	of	MC	and	Data	into	Pandas	data	frames	
•  create	training	samples	mixing	MC	and	data	
•  create	testing	and	training	samples	

•  Training/Testing	and	common	validation	routines	with	Scikit/TensorFlow:	
•  	implement	most	common	ML	algorithms	and	Deep	Neural	network	for	classification

	using	SciKit	and	TensorFlow	
•  Automatic	validation	with	cross	score	validation,	confusion	matrix,	learning	curves,

	ROC,	etc.	
•  Testing	on	large	samples	for	analysis	and	new	TTree	creation:	

•  new	decision	flag	is	added	to	the	data	frame	
•  a	new	TTree	is	created	including	flags	and	probabilities	of	all	the	ML	algorithm	
•  Possibility	of	exporting	the	model	in	C++	for	running	testing	on	the	Grid	

It	can	be	used	for	any	type	of	ML	analysis	including	QC	



MC	tuning	on	data	with	ML	in	ALICE	
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Gian	Michele	Innocenti	

ΛC	 Cut	observables	before	MC	tuning		

•  select	background	events	
from	side	bands	for	MC	
and	data	

•  tag	the	data	as	signal	and	
MC	as	background	

Training	variables	

ML	algorithm	learns	to	discriminate	between	data	and	MC		



MC	tuning	on	data	with	ML	in	ALICE	

6-Dec-2018	 Jacek	Otwinowski	 26	

Gian	Michele	Innocenti	

ΛC	 Cut	observables	after	MC	tuning		

•  select	background	events	
from	side	bands	for	MC	
and	data	

•  tag	the	data	as	signal	and	
MC	as	background	

ML	algorithm	learns	to	discriminate	between	data	and	MC		

Training	variables	



ML	usage	foreseen	in	Run3		
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Outlook	
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•  ML	techniques	started	to	be	used	in	HEP	experiments	for	Data	Quality	
Monitoring	and	data	certification	

•  ALICE	QC	data	to	be	prepared	for	ML	applications	
•  Smaller	time	intervals	for	offline	data	
•  Trending	parameter	extraction	for	online	data	

•  ML	techniques	successfully	applied	for	offline	TPC	QC	data	classification	
(but	only	1000	chunks/runs)	

•  EMCAL	QC	with	ML	started		
•  Good	performance	of	ML	for	PID	identification	(example	for	kaons)	
•  MC	tuning	on	data	with	ML	tested.	Alternative	solution	to	reweighting	

based	on	parameterization	maps	
•  ML	tools	development	ongoing	

•  Interface	to	MVA	from	pipeline	analysis		
•  ML	framework	for	all	purpose	analysis	in	ALICE	
à Possibility	to	work	out	one	solution	

•  ML	application	for	online/offline	QC		foreseen	in	Run3		


