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DPM Upgrade

Not finished with SRM
(SRM is part of legacy stack)
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SRM-less operation
● New storage implementation doesn’t implement SRM

– some VO never used / relied on SRM
– VO must adapt infrastructure 
– not difficult for (gfal) transfers

● SRM is used together with GridFTP
● can be replaced with pure gsiftp location

– requires GridFTP redirection enabled on DPM
– SRM used to provide additional information

● storage space reporting → WLCG SSR (dpm-storage-summary.py)
● list of available spacetokens → WLCG SSR
● data for BDII (dpm-listspaces) → dome-info-provider.py
● still not sufficient info for VO (e.g. consistency checks) → dpm-dump

● SRM is still necessary for tapes
– CTA frontend provides access via xrootd
– migration will take a time → can’t completely get rid of SRM now

https://docs.google.com/document/d/1yzCvKpxsbcQC5K9MyvXc-vBF1HGPBk4vhjw3MEXoXf8/edit
https://docs.google.com/document/d/1yzCvKpxsbcQC5K9MyvXc-vBF1HGPBk4vhjw3MEXoXf8/edit
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ATLAS
● Already using non-SRM endpoints

– ECHO – never had SRM
– EOS ATLAS – replaced TPC in 2018, SRM removed in 2019
– SLACXRD, NERSC, …

● SRM configured mostly for TPC
● Rucio configured through AGIS (CRIC predecessor)

– protocol configuration (e.g. example)
– SE storage summary configuration (e.g. example)
– changes made in AGIS picked by Rucio daemons within an hour

● running configuration available via Rucio-UI or CLI

rucio-admin rse info PRAGUELCG2_DATADISK
– srm:// and gsiftp:// – same TPC group within Rucio

● Same applies to other Rucio users (CMS, DUNE, …)
– except configuration interface can be different

http://atlas-agis.cern.ch/agis/service/detail/18130/
http://atlas-agis.cern.ch/agis/ddm_endpoint/detail/PRAGUELCG2_DATADISK/full/
https://rucio-ui.cern.ch/rse?rse=PRAGUELCG2_DATADISK
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ATLAS – AGIS – protocol config
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ATLAS – AGIS – storage config
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ATLAS – Rucio config
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Other VO
● Auger

– all new data managed with DIRAC
– older files registered in LFC

● SRM path
● no migration plan from LFC to DIRAC catalog

– data gets rarely used → will be dropped in future
– too much work with migration and questionable results (rely on full path)

● CTA
– use DIRAC including their DFC catalog
– protocol independent catalog

● configurable
● doesn’t support multiple protocols per activity

● DIRAC – much greater variability
– integration with external catalogs
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BACKUP
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