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Open-ended production & caches2

• pp open-ended production over.

• No new cache since 21.2.49.0, built to fix the shared writer issue.
Likely last major cache for most analyses going for Moriond19.

• Heavy Ion open-ended production resumed with 21.2.49.0.
What was run with 21.2.47.0 has also been reprocessed.
Running fine, necessitates little resources.

• Obsolescence of MC16c? 

• Debug stream: stuck due to L1Topo menu error (ATLASG-1465).
Running over 1 single run (280319) worked.
Problem when running over period container.
-> Problem only happens for certain runs maybe?

• New attempt with handling of large objects in shared writer: MR 16499

https://its.cern.ch/jira/browse/ATLASG-1465
https://gitlab.cern.ch/atlas/athena/merge_requests/16449


GRID job activity3
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Monitoring link

Lots of urgent requests sent on Nov. 11 
once 21.2.49.0 was out.

Still getting requests for Moriond19.

Global shares: 
- data: actual = 10.4%, target = 13.1%
- MC: actual = 10.3%, target = 13.1%

http://dashb-atlas-job.cern.ch/dashboard/request.py/dailysummary

