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ATLAS CONF Note

ATLAS-CONF-2018-041
24th July 2018

Search for supersymmetry in final states with

missing transverse momentum and multiple b-jets

in proton–proton collisions at
p
s = 13 TeV with the

ATLAS detector

The ATLAS Collaboration

A search for supersymmetry involving the pair production of gluinos decaying via third-
generation squarks into the lightest neutralino ( �̃0

1 ) is reported. It uses LHC proton–proton
collision data at a centre-of-mass energy

p
s = 13 TeV with an integrated luminosity of

79.8 fb�1 collected with the ATLAS detector from 2015 to 2017. The search is performed in
events containing large missing transverse momentum and several energetic jets, at least three
of which must be identified as containing b-quarks. No excess is found above the predicted
background. For �̃0

1 masses below approximately 800 GeV, gluino masses of less than 2.2 TeV
are excluded at 95% confidence level in simplified models involving the pair production of
gluinos that decay via top or bottom squarks. An interpretation of the limits in terms of the
branching ratios of the gluinos into third-generation squarks is also provided.

© 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Eur. Phys. J. C 78 (2018) 625
DOI: DOI:10.1140/epjc/s10052-018-6081-9

CERN-EP-2018-053
25th September 2018

Search for new phenomena using the invariant mass
distribution of same-flavour opposite-sign dilepton pairs in

events with missing transverse momentum in
p
s = 13 TeV pp

collisions with the ATLAS detector

The ATLAS Collaboration

A search for new phenomena in final states containing an e+e� or µ+µ� pair, jets, and large missing
transverse momentum is presented. This analysis makes use of proton–proton collision data with an
integrated luminosity of 36.1 fb�1, collected during 2015 and 2016 at a centre-of-mass energy

p
s =

13 TeV with the ATLAS detector at the Large Hadron Collider. The search targets the pair production
of supersymmetric coloured particles (squarks or gluinos) and their decays into final states containing
an e+e� or µ+µ� pair and the lightest neutralino ( �̃0

1 ) via one of two next-to-lightest neutralino ( �̃0
2 )

decay mechanisms: �̃0
2 ! Z �̃0

1 , where the Z boson decays leptonically leading to a peak in the dilepton
invariant mass distribution around the Z boson mass; and �̃0

2 ! `+`� �̃0
1 with no intermediate `+`�

resonance, yielding a kinematic endpoint in the dilepton invariant mass spectrum. The data are found
to be consistent with the Standard Model expectation. Results are interpreted using simplified models,
and exclude gluinos and squarks with masses as large as 1.85 TeV and 1.3 TeV at 95% confidence
level, respectively.

© 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Phys. Rev. D 99 (2019) 012009
DOI: 10.1103/PhysRevD.99.012009

CERN-EP-2018-185
January 31, 2019

Search for squarks and gluinos in final states with
hadronically decaying ⌧-leptons, jets, and missing

transverse momentum using pp collisions atp
s = 13 TeV with the ATLAS detector

The ATLAS Collaboration

A search for supersymmetry in events with large missing transverse momentum, jets, and at
least one hadronically decaying ⌧-lepton is presented. Two exclusive final states with either
exactly one or at least two ⌧-leptons are considered. The analysis is based on proton–proton
collisions at

p
s = 13 TeV corresponding to an integrated luminosity of 36.1 fb�1 delivered

by the Large Hadron Collider and recorded by the ATLAS detector in 2015 and 2016. No
significant excess is observed over the Standard Model expectation. At 95% confidence level,
model-independent upper limits on the cross section are set and exclusion limits are provided
for two signal scenarios: a simplified model of gluino pair production with ⌧-rich cascade
decays, and a model with gauge-mediated supersymmetry breaking (GMSB). In the simplified
model, gluino masses up to 2000 GeV are excluded for low values of the mass of the lightest
supersymmetric particle (LSP), while LSP masses up to 1000 GeV are excluded for gluino
masses around 1400 GeV. In the GMSB model, values of the supersymmetry-breaking scale
are excluded below 110 TeV for all values of tan � in the range 2  tan �  60, and below
120 TeV for tan � > 30.

© 2019 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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(I) ATLAS-CONF-2018-041

(II) Eur. Phys. J. C 78 (2018) 625

(III) Phys. Rev. D 99 (2019) 12009

http://inspirehep.net/record/1684002
https://link.springer.com/article/10.1140/epjc/s10052-018-6081-9
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.012009
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Strong production of squarks and gluinos

Cross section for production of 1st or 2nd gen. 
squarks or gluinos expected to be larger than for   
3rd gen. squarks or electroweak SUSY. 

Experimental signatures: 

‣ Large ETmiss (from LSP). 
‣ Multiple high pT light-flavor jets or b-jets. 
‣ Other objects (e.g. leptons, Z bosons).

arXiv:1407.5066

Expected production cross section for several 
types of SUSY particles at 13 TeV

Supersymmetry (SUSY): spacetime symmetry that relates bosons (integer-valued spin) with 
fermions (half-integer spin). 

Each fermion/boson is associated with a boson/fermion known as its superpartner.

Conservation of R-parity PR = (-1)3B+L+2s :  

‣ SUSY particles are produced in pairs.  
‣ The lightest supersymmetric particle (LSP) is 

stable, neutral and only weakly interacting  
‣ ⇒ Escapes the detector without signature.

Only direct squark/gluino production with conserved R-parity shown here  
⇒ other models are addressed in the talks from L. Schaefer/M. Ayoub/T. Yamazaki.

https://arxiv.org/abs/1407.5066
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Search for supersymmetry in 
events with multiple b-jets
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Multi-b analysis: Motivation

Many SUSY scenarios featuring direct gluino production are expected to produce events with 
multiple b-jets and large ETmiss. 

‣ Signal regions with Nb-jets ≥ 3, ETmiss > 200 GeV and separation into 0-lepton and 1-lepton 
events to be sensitive to top/bottom quark (a,b) production and different gluino branching 
ratios (c).
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Figure 1: The decay topologies in the (a) Gbb and (b) Gtt simplified models.

g̃

g̃

�̃�
1

�̃�
1

p

p

t b̄
f

f̄ 0

�̃0
1

t b̄

f

f̄ 0

�̃0
1

(a)

g̃

g̃
�̃�
1

p

p
�̃0
1

t̄t

t b̄

f

f̄ 0

�̃0
1

(b)

g̃

g̃
�̃�
1

p

p
�̃0
1

b̄b

t b̄

f

f̄ 0

�̃0
1

(c)

g̃

g̃
p

p

�̃0
1

t̄

t

�̃0
1

b

b̄

(d)

Figure 2: The additional decay topologies of the variable gluino branching ratio model in addition to the ones of
Figure 1. (a) Both gluinos can decay as g̃ ! t b̄ �̃

�
1 with �̃�1 ! f f̄

0 �̃0
1 , or only one can with the other decaying as

(b) g̃ ! tt̄ �̃
0
1 or (c) g̃ ! bb̄ �̃

0
1 . (d) Finally, one gluino can decay as g̃ ! tt̄ �̃

0
1 and the other as g̃ ! bb̄ �̃

0
1 . The

charge conjugate processes are implied. The fermions originating from the �̃±1 decay have low momentum and are
not detected because the mass di�erence between the �̃±1 and the �̃0

1 is fixed to 2 GeV.
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T,min for events passing the 0-
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ratio of data to the background prediction. All backgrounds (including tt̄) are normalised using the best available
theoretical calculation described in Section 3. The background category tt̄ + X includes tt̄W/Z , tt̄H and tt̄tt̄ events.
Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.

9

1

10

210

310

410

510Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

1L Preselection

Data
Total background
tt

Single top
 + Xtt

Z+jets
W+jets
Diboson

) = 1900, 1 (x50)
1
0
χ∼), m(g~Gtt: m(

) = 1800, 1000 (x50)
1
0
χ∼), m(g~Gtb: m(

4 5 6 7 8 9 10
Number of jets

0.5

1

1.5

Da
ta

/S
M

With reweighting
Without reweighting

1

10

210

310

410

510

610

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

1L Preselection

Data
Total background
tt

Single top
 + Xtt

Z+jets
W+jets
Diboson

) = 1900, 1 (x50)
1
0
χ∼), m(g~Gtt: m(

) = 1800, 1000 (x50)
1
0
χ∼), m(g~Gtb: m(

3 4 5 6
Number of b-jets

0.5

1

1.5

Da
ta

/S
M

With reweighting
Without reweighting

1

10

210

310

410

510

610

Ev
en

ts 
/ 5

0 
Ge

V

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

1L Preselection

Data
Total background
tt

Single top
 + Xtt

Z+jets
W+jets
Diboson

) = 1900, 1 (x50)
1
0
χ∼), m(g~Gtt: m(

) = 1800, 1000 (x50)
1
0
χ∼), m(g~Gtb: m(

200 300 400 500 600 700 800
 [GeV]miss

TE

0.5

1

1.5

Da
ta

/S
M

With reweighting
Without reweighting

1

10

210

310

410

510

Ev
en

ts 
/ 2

00
 G

eV

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

1L Preselection

Data
Total background
tt

Single top
 + Xtt

Z+jets
W+jets
Diboson

) = 1900, 1 (x50)
1
0
χ∼), m(g~Gtt: m(

) = 1800, 1000 (x50)
1
0
χ∼), m(g~Gtb: m(

500 1000 1500 2000 2500 3000
 [GeV]effm

0.5

1

1.5

Da
ta

/S
M

With reweighting
Without reweighting

1

10

210

310

410

510

Ev
en

ts 
/ 2

5 
Ge

V

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

1L Preselection

Data
Total background
tt

Single top
 + Xtt

Z+jets
W+jets
Diboson

) = 1900, 1 (x50)
1
0
χ∼), m(g~Gtt: m(

) = 1800, 1000 (x50)
1
0
χ∼), m(g~Gtb: m(

0 50 100 150 200 250 300 350 400 450 500
 [GeV]Σ

JM

0.5

1

1.5

Da
ta

/S
M

With reweighting
Without reweighting

1

10

210

310

410

510

Ev
en

ts 
/ 2

5 
Ge

V

ATLAS Preliminary
-1 = 13 TeV, 79.8 fbs

1L Preselection

Data
Total background
tt

Single top
 + Xtt

Z+jets
W+jets
Diboson

) = 1900, 1 (x50)
1
0
χ∼), m(g~Gtt: m(

) = 1800, 1000 (x50)
1
0
χ∼), m(g~Gtb: m(

0 50 100 150 200 250 300 350 400
 [GeV]Tm

0.5

1

1.5

Da
ta

/S
M

With reweighting
Without reweighting
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(including tt̄) are normalised using the best available theoretical calculation described in Section 3. The background
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factor of 50 are overlaid for comparison.
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Other discriminating variables: meff, mT, mTb (transverse mass of b-jets), 
MjΣ (sum of invariant jet masses). 

Cut on ∆φ4jmin = mini≤4 (|φijet - φmiss|) > 0.4 to suppress mutijet background 
in 0-lepton channels.

(a) 

(b) 

(c) 

0-lepton preselection 1-lepton preselection 
ATLAS-CONF-2018-041
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Multi-b analysis: Background estimation and CR
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Figure 6: Pre-fit event yield in control regions and related tt̄ normalization factors after the background-only fit for
(a) the cut-and-count and (b) the multi-bin analyses. The upper panel shows the observed number of events and the
predicted background yield before the fit. The background category tt̄ + X includes tt̄W/Z , tt̄H and tt̄tt̄ events. All
of these regions require at least one signal lepton, for which the multijet background is negligible. All uncertainties
describes in Section 7 are included in the uncertainty band. The tt̄ normalisation is obtained from the fit and is
displayed in the bottom panel.

18

VR-Gtt-0L-B
VR-Gtt-0L-M

VR-Gtt-0L-C -1L-B
-jetsb

T, min
mVR- VR2_Gtt_1L_B -1L-M

-jetsb
T, min

mVR- VR2_Gtt_1L_M -1L-C
-jetsb

T, min
mVR- VR2_Gtt_1L_C

VR-Gbb-B
VR-Gbb-M

VR-Gbb-C
VR-Gbb-VC

1

10

210

310Ev
en

ts

data Total bkgd.
tt single top
 + Xtt W+jets

Z+jets diboson
Multijet

-1=13 TeV, 79.8 fbs
 PreliminaryATLAS

Cut-and-count analysis

VR-Gtt-0L-B
VR-Gtt-0L-M

VR-Gtt-0L-C -1L-B
-jetsb

T, min
mVR- VR2_Gtt_1L_B -1L-M

-jetsb
T, min

mVR- VR2_Gtt_1L_M -1L-C
-jetsb

T, min
mVR- VR2_Gtt_1L_C

VR-Gbb-B
VR-Gbb-M

VR-Gbb-C
VR-Gbb-VC

2−
0
2

to
t

σ
) /

 
pr

ed
 - 

n
ob

s
(n

(a)

VR0L-ISR
VR0L-Lnj-Lmeff

VR0L-Lnj-Imeff

VR0L-Lnj-Hmeff

VR0L-Inj-Lmeff

VR1L-Inj-Lmeff

VR0L-Inj-Imeff

VR1L-Inj-Imeff

VR0L-Hnj-Lmeff

VR1L-Hnj-Lmeff

VR0L-Hnj-Imeff

VR1L-Hnj-Imeff

VR0L-Hnj-Hmeff

VR1L-Hnj-Hmeff

1

10

210

310Ev
en

ts

data Total bkgd.
tt single top
 + Xtt W+jets

Z+jets diboson
Multijet

-1=13 TeV, 79.8 fbs
 PreliminaryATLAS

Multi-bin analysis

VR0L-ISR
VR0L-Lnj-Lmeff

VR0L-Lnj-Imeff

VR0L-Lnj-Hmeff

VR0L-Inj-Lmeff

VR1L-Inj-Lmeff

VR0L-Inj-Imeff

VR1L-Inj-Imeff

VR0L-Hnj-Lmeff

VR1L-Hnj-Lmeff

VR0L-Hnj-Imeff

VR1L-Hnj-Imeff

VR0L-Hnj-Hmeff

VR1L-Hnj-Hmeff

2−
0
2

to
t

σ
) /

 
pr

ed
 - 

n
ob

s
(n

(b)

Figure 7: Results of the background-only fit extrapolated to the VRs for (a) the cut-and-count and (b) the multi-bin
analyses. The data in the VRs are not included in the fit. The upper panel shows the observed number of events and
the predicted background yield. All uncertainties defined in Section 7 are included in the uncertainty band. The
background category tt̄ + X includes tt̄W/Z , tt̄H and tt̄tt̄ events. The lower panel shows the pulls in each VR.
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ATLAS-CONF-2018-041

Pre-fit event yields in CRs (left) and results of the background-only fit in VRs 
(right): normalization factors are obtained only for the tt background

Dominant SM background in all SRs: tt production ⇒ one tt CR for each SR. Typically lower 
ETmiss, meff, MjΣ requirements (or inverting mT cut). 
‣ Signal contamination in CRs typically below 6% (tt normalization checked in VRs). 

Subdominant background processes (single-top, W+jets, Z+jets, tt+Z/W/H and diboson) are 
estimated purely from MC. 

Remaining multijet background is estimated in multijet enriched region (reverting ∆φ4jmin cut 
to < 0.1) and extrapolating to SR.
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Figure 8: Results of the background-only fit extrapolated to the SRs for (a) the cut-and-count and (b) the multi-bin
analyses. The data in the SRs are not included in the fit. The upper panel shows the observed number of events and
the predicted background yield. All uncertainties defined in Section 7 are included in the uncertainty band. The
background category tt̄ + X includes tt̄W/Z , tt̄H and tt̄tt̄ events. The lower panel shows the pull in each SR.
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7

SRs designed for kinematically different scenarios ⇒ increasing ETmiss, meff  or MjΣ cuts:  
‣ Boosted (B)         →  large ∆m between SUSY particles. 
‣ Compressed (C)| |→  low ∆m. 
‣ Moderate (M)      →  intermediate regions. 

Model-independent interpretations done with inclusive SRs (simple cut-and-count approach).  

Model-dependent exclusion limits obtained with multi-bin SRs: statistical combination of non-
overlapping Njet, meff bins. 

Analysed data from 2015-2017, corresponding to 79.8 fb-1 ⇒ no significant deviation from SM 
observed in any of the SRs. 
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Multi-b analysis: Results in SRs
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Figure 8: Results of the background-only fit extrapolated to the SRs for (a) the cut-and-count and (b) the multi-bin
analyses. The data in the SRs are not included in the fit. The upper panel shows the observed number of events and
the predicted background yield. All uncertainties defined in Section 7 are included in the uncertainty band. The
background category tt̄ + X includes tt̄W/Z , tt̄H and tt̄tt̄ events. The lower panel shows the pull in each SR.
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Results in SRs for inclusive (cut-and-count) approach (left) and multi-bin SRs (right)
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Figure 10: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 11: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 600 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Multi-b analysis: Interpretations

ATLAS-CONF-2018-041

Observed (red solid) and expected (grey dashed) exclusion limits for 
the simplified g→ttχ10 (left) and g→bbχ10 (right) scenario~~ ~ ~

Observed limit on the branching ratio 
of the gluino to ttχ10 (x) or bbχ10 (y)~ ~

The 95% CL observed and expected exclusion limits for the Gtt and Gbb models are shown in the LSP and
gluino mass plane in Figures 9(a) and 9(b), respectively. The±1�SUSY

theory lines around the observed limits are
obtained by changing the SUSY production cross-section by one standard deviation (±1�), as described in
Section 3. The yellow band around the expected limit shows the ±1� uncertainty, including all statistical
and systematic uncertainties except the theoretical uncertainties in the SUSY cross-section. Compared
to the previous results [17], the gluino mass sensitivities of the current search (assuming massless LSPs)
have improved by 280 GeV and 270 GeV for the Gbb and Gtt models, respectively. Gluinos with masses
below 2.2 TeV are excluded at 95% CL for neutralino masses lower than 800 GeV in the Gtt and Gbb
models. The best exclusion limits on the LSP mass are approximately 1.3 and 1.2 TeV, reached for a
gluino mass of approximately 1.8 and 2.1 TeV for Gbb and Gtt models, respectively.
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Figure 9: Exclusion limits in the �̃0
1 and g̃ mass plane for the (a) Gtt and (b) Gbb models obtained in the context of

the multi-bin analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively.
The shaded bands around the expected limits show the impact of the experimental and background uncertainties.
The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by ±1�
of its theoretical uncertainty.

Figure 10 shows the expected (10(a)) and observed (10(b)) 95% CL exclusion limits as a function of
the gluino branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either
the Gtt or Gbb mode are assumed to decay via Gtb instead, and m( �̃0

1 ) is fixed to 1 GeV. The exclusion
reach is highest in the pure Gtt corner of the branching ratio space, and weakest in the pure Gtb corner.
Similar results, with m( �̃0

1 ) = 600 GeV and m( �̃0
1 ) = 1000 GeV, are shown in Figures 11 and 12. As the

mass of the �̃0
1 increases, the sensitivity becomes weakest for mixed Gtb and Gbb models. The decreased

sensitivity motivates future optimization for these mixed topologies.

Additionally, the 95% CL observed and expected exclusion limits as a function of m(t̃) for the Gtt model
with an on-shell stop are shown in Figure 13. The g̃ and �̃0

1 masses are fixed to 2.1 TeV and 600 GeV
respectively. As can be observed in Figure 13, when the mass of the stop is far from m(g̃) and m( �̃0

1 )
(1.2 TeV . m(t̃) . 1.7 TeV), the exclusion limit is similar to that of the o�-shell result, but when m(t̃) is
close to the g̃ mass (1.8 TeV . m(t̃)) or �̃0

1 mass (m(t̃) . 1 TeV), the limit degrades because one of the
tops in the decay chain loses substantial energy.

Figure 14 shows the expected and observed the 95% CL cross-section upper limit for the Gtb model with
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Figure 1: The decay topologies in the (a) Gbb and (b) Gtt simplified models.

g̃

g̃

�̃�
1

�̃�
1

p

p

t b̄
f

f̄ 0

�̃0
1

t b̄

f

f̄ 0

�̃0
1

(a)

g̃

g̃
�̃�
1

p

p
�̃0
1

t̄t

t b̄

f

f̄ 0

�̃0
1

(b)

g̃

g̃
�̃�
1

p

p
�̃0
1

b̄b

t b̄

f

f̄ 0

�̃0
1

(c)

g̃

g̃
p

p

�̃0
1

t̄

t

�̃0
1

b

b̄

(d)

Figure 2: The additional decay topologies of the variable gluino branching ratio model in addition to the ones of
Figure 1. (a) Both gluinos can decay as g̃ ! t b̄ �̃

�
1 with �̃�1 ! f f̄

0 �̃0
1 , or only one can with the other decaying as

(b) g̃ ! tt̄ �̃
0
1 or (c) g̃ ! bb̄ �̃

0
1 . (d) Finally, one gluino can decay as g̃ ! tt̄ �̃

0
1 and the other as g̃ ! bb̄ �̃

0
1 . The

charge conjugate processes are implied. The fermions originating from the �̃±1 decay have low momentum and are
not detected because the mass di�erence between the �̃±1 and the �̃0

1 is fixed to 2 GeV.
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(a) 

The 95% CL observed and expected exclusion limits for the Gtt and Gbb models are shown in the LSP and
gluino mass plane in Figures 9(a) and 9(b), respectively. The±1�SUSY

theory lines around the observed limits are
obtained by changing the SUSY production cross-section by one standard deviation (±1�), as described in
Section 3. The yellow band around the expected limit shows the ±1� uncertainty, including all statistical
and systematic uncertainties except the theoretical uncertainties in the SUSY cross-section. Compared
to the previous results [17], the gluino mass sensitivities of the current search (assuming massless LSPs)
have improved by 280 GeV and 270 GeV for the Gbb and Gtt models, respectively. Gluinos with masses
below 2.2 TeV are excluded at 95% CL for neutralino masses lower than 800 GeV in the Gtt and Gbb
models. The best exclusion limits on the LSP mass are approximately 1.3 and 1.2 TeV, reached for a
gluino mass of approximately 1.8 and 2.1 TeV for Gbb and Gtt models, respectively.
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Figure 9: Exclusion limits in the �̃0
1 and g̃ mass plane for the (a) Gtt and (b) Gbb models obtained in the context of

the multi-bin analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively.
The shaded bands around the expected limits show the impact of the experimental and background uncertainties.
The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by ±1�
of its theoretical uncertainty.

Figure 10 shows the expected (10(a)) and observed (10(b)) 95% CL exclusion limits as a function of
the gluino branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either
the Gtt or Gbb mode are assumed to decay via Gtb instead, and m( �̃0

1 ) is fixed to 1 GeV. The exclusion
reach is highest in the pure Gtt corner of the branching ratio space, and weakest in the pure Gtb corner.
Similar results, with m( �̃0

1 ) = 600 GeV and m( �̃0
1 ) = 1000 GeV, are shown in Figures 11 and 12. As the

mass of the �̃0
1 increases, the sensitivity becomes weakest for mixed Gtb and Gbb models. The decreased

sensitivity motivates future optimization for these mixed topologies.

Additionally, the 95% CL observed and expected exclusion limits as a function of m(t̃) for the Gtt model
with an on-shell stop are shown in Figure 13. The g̃ and �̃0

1 masses are fixed to 2.1 TeV and 600 GeV
respectively. As can be observed in Figure 13, when the mass of the stop is far from m(g̃) and m( �̃0

1 )
(1.2 TeV . m(t̃) . 1.7 TeV), the exclusion limit is similar to that of the o�-shell result, but when m(t̃) is
close to the g̃ mass (1.8 TeV . m(t̃)) or �̃0

1 mass (m(t̃) . 1 TeV), the limit degrades because one of the
tops in the decay chain loses substantial energy.

Figure 14 shows the expected and observed the 95% CL cross-section upper limit for the Gtb model with
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Figure 2: The additional decay topologies of the variable gluino branching ratio model in addition to the ones of
Figure 1. (a) Both gluinos can decay as g̃ ! t b̄ �̃

�
1 with �̃�1 ! f f̄

0 �̃0
1 , or only one can with the other decaying as

(b) g̃ ! tt̄ �̃
0
1 or (c) g̃ ! bb̄ �̃

0
1 . (d) Finally, one gluino can decay as g̃ ! tt̄ �̃

0
1 and the other as g̃ ! bb̄ �̃

0
1 . The

charge conjugate processes are implied. The fermions originating from the �̃±1 decay have low momentum and are
not detected because the mass di�erence between the �̃±1 and the �̃0

1 is fixed to 2 GeV.

3

(b) (c) 

No significant excess observed ⇒ can derive exclusion limits for most relevant SUSY benchmark 
models. 

‣ Two simplified models featuring gluino production with decay into bottom/top quarks pairs and 
neutralinos: g→ttχ10 and g→bbχ10 model. 

‣ Can exclude neutralino masses up to 1.2 TeV and gluino masses below 2.3 TeV (at 95% CLs) 
for g→ttχ10 scenario (a). Slightly lower for g→bbχ10 (b). 

‣ Limits can be also set depending on the branching ratio of the gluino decay to top/bottom   
quark pairs (c).

~ ~ ~~

~~ ~ ~
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Sensitive to scenarios featuring squark or gluino production with Z bosons (a,b) or multiple 
leptons (c) in the final state. 

All signal regions require ≥ 2 leptons (e or µ) and an opposite-sign-same-flavor (OSSF) 
lepton pair: e+e- or µ+µ- 
‣ mll inside (on-Z) or outside the Z mass window (high/low-pT edge). 

‣ On- and off-shell Z production, depending on ∆m = m(χ20) - m(χ10).~ ~
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2L OSSF analysis: Motivation

s-quarks have the same mass, with the super-partners of the b- and t-quarks being decoupled. A summary
of all signal models considered in this analysis can be found in Table 1.
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Figure 1: Example decay topologies for three of the simplified models considered. The left two decay topologies
involve gluino pair production, with the gluinos following an e�ective three-body decay for g̃ ! qq̄ �̃0

2 , with
�̃0

2 ! ˜̀⌥`±/⌫̃⌫ for the “slepton model” (left) and �̃0
2 ! Z (⇤) �̃0

1 in the Z (⇤), g̃– �̃0
2 or g̃– �̃0

1 model (middle). The
diagram on the right illustrates the q̃– �̃0

2 on-shell model, where squarks are pair-produced, followed by the decay
q̃ ! q �̃0

2 , with �̃0
2 ! Z �̃0

1 .

Table 1: Summary of the simplified signal model topologies used in this paper. Here x and y denote the x–y plane
across which the signal model masses are varied to construct the signal grid. For the slepton model, the masses
of the superpartners of the left-handed leptons are given by [m( �̃0

2 ) + m( �̃0
1 )]/2, while the superpartners of the

right-handed leptons are decoupled.

Model Production mode Quark flavours m(g̃)/m(q̃) m( �̃0
2 ) m( �̃0

1 )
slepton g̃g̃ u, d, c, s, b x [m(g̃) + m( �̃0

1 )]/2 y
Z (⇤) g̃g̃ u, d, c, s, b x [m(g̃) + m( �̃0

1 )]/2 y
g̃– �̃0

2 on-shell g̃g̃ u, d, c, s x y 1 GeV
q̃– �̃0

2 on-shell q̃q̃ u, d, c, s x y 1 GeV
g̃– �̃0

1 on-shell g̃g̃ u, d, c, s x m( �̃0
1 ) + 100 GeV y

4 Data and simulated event samples

The data used in this analysis were collected by ATLAS during 2015 and 2016, with a mean number of
additional pp interactions per bunch crossing (pile-up) of approximately 14 in 2015 and 25 in 2016, and
a centre-of-mass collision energy of 13 TeV. After imposing requirements based on beam and detector
conditions and data quality, the data set corresponds to an integrated luminosity of 36.1 fb�1. The
uncertainty in the combined 2015 and 2016 integrated luminosity is ±2.1%. Following a methodology
similar to that detailed in Ref. [25], it is derived from a calibration of the luminosity scale using x–y
beam-separation scans performed in August 2015 and May 2016.

For the high-pT analysis, data events were collected using single-lepton and dilepton triggers [18]. The
dielectron, dimuon, and electron–muon triggers have pT thresholds in the range 12–24 GeV for the higher-
pT lepton. Additional single-electron (single-muon) triggers are used, with pT thresholds of 60 (50) GeV,
to increase the trigger e�ciency for events with high-pT leptons. Events for the high-pT selection are
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(c) 

SRs are divided into several mll windows to be sensitive a broad range of 
different lepton/Z kinematics. 

‣ Partially overlapping mll bins for model-independent interpretations. 
‣ Orthogonal bin ranges (mll shape fit) for model-dependent limits.
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Figure 3: Schematic diagrams to show the m`` binning used in the various SRs alongside the overlapping m``

windows used for model-independent interpretations. The unfilled boxes indicate the m`` bin edges for the shape
fits used in the model-dependent interpretations. Each filled region underneath indicates one of the m`` windows,
formed of one or more m`` bins, used to derive model-independent results for the given SR. In each case, the last
m`` bin includes the overflow.
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mll binning for one of the SRs (for model-independent 
interpretations and for the mll shape fit) 

mll
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2L OSSF analysis: Background estimation

SM total

flavor symmetric Z/γ*+jets other fake leptons

γ+jets reweighting extrapolated from µe matrix-method Monte Carlo

Flavor-symmetric processes (e.g. WW, tt, Z→ττ) with ee : µµ : eµ = 1 : 1 : 2 in SRs can be 
estimated from different-flavor (DF) control regions and extrapolated to SRs: flavor-symmetry-
method. 
‣ pT and |η| dependent corrections applied to DF-CRs to account for different trigger/selection 

efficiencies for electrons/muons.  

Z/γ*+jets background is evaluated from γ+jets enriched control regions with a photon instead of a 
OSSF lepton pair. 
‣ Reweighing/smearing to match pT(γ) to pT(Z) and to correct for differences in resolution between 

photon and electrons/muons. 

Fake leptons are estimated with matrix-method.  
‣ Measuring efficiencies for prompt/fake leptons εreal,fake in dedicated CRs and inverting efficiency 

matrix to obtain number of fake leptons passing SRs. 

Other backgrounds (tt+Z, tt+H, WZ, ZZ) estimated purely from MC.

-

- -

06.05.2019
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Figure 11: The observed and expected yields in the (overlapping) m`` windows of SR-low, SR-medium, SR-high,
SRC and SRC-MET. These are shown for the 29 m`` windows for the high-pT SRs (top) and the 12 m`` windows for
the low-pT SRs (bottom). The data are compared to the sum of the expected backgrounds. The significance of the
di�erence between the observed and expected yields is shown in the bottom plots. For cases where the p-value is
less than 0.5 a negative significance is shown. The hatched uncertainty band includes the statistical and systematic
uncertainties of the background prediction.
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2L OSSF analysis: Results
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1 mass being

fixed at 1 GeV in this model.
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Analysed 36.1 fb-1 of data (2015/16). 

‣ Looking at mll distributions in inclusive SRs and agreement in 
each mll window: 12 in low-pT SRs (a), 29 in on-Z SRs (b). 

‣ No significant deviation from SM. Neither in inclusive SRs, nor 
in mll-binned. 

Largest excess observed in SR with 101 GeV < mll < 201 GeV      
⇒ around 2σ.
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Figure 11: The observed and expected yields in the (overlapping) m`` windows of SR-low, SR-medium, SR-high,
SRC and SRC-MET. These are shown for the 29 m`` windows for the high-pT SRs (top) and the 12 m`` windows for
the low-pT SRs (bottom). The data are compared to the sum of the expected backgrounds. The significance of the
di�erence between the observed and expected yields is shown in the bottom plots. For cases where the p-value is
less than 0.5 a negative significance is shown. The hatched uncertainty band includes the statistical and systematic
uncertainties of the background prediction.
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Data vs. expected SM background for each mll window of the low-pT edge SRs (left) and on-Z SRs (right)

https://link.springer.com/article/10.1140/epjc/s10052-018-6081-9
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2L OSSF analysis: Interpretations
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Figure 14: Expected and observed exclusion contours derived from the best-expected-sensitivity combination of
results in the on-Z m`` windows of SR-medium and SR-high for the (top) g̃– �̃0

2 on-shell grid and (bottom) q̃–
�̃0

2 on-shell grid. The dashed line indicates the expected limits at 95% CL and the surrounding band shows the
1� variation of the expected limit as a consequence of the uncertainties in the background prediction and the
experimental uncertainties in the signal (±1�exp). The dotted lines surrounding the observed limit contours indicate
the variation resulting from changing the signal cross-section within its uncertainty (±1�SUSY

theory ). The shaded area
indicates the observed limit on this model from Ref. [15].
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Figure 12: Expected and observed exclusion contours derived from the combination of the results in the high-pT and
low-pT edge SRs based on the best-expected sensitivity (top) and zoomed-in view of the low-pT only (bottom) for
the slepton signal model. The dashed line indicates the expected limits at 95% CL and the surrounding band shows
the 1� variation of the expected limit as a consequence of the uncertainties in the background prediction and the
experimental uncertainties in the signal (±1�exp). The dotted lines surrounding the observed limit contours indicate
the variation resulting from changing the signal cross-section within its uncertainty (±1�SUSY

theory ). The shaded area on
the upper plot indicates the observed limit on this model from Ref. [15]. In the lower plot the observed and expected
contours derived from the high-pT SRs alone are overlaid, illustrating the added sensitivity from the low-pT SRs.
Small di�erences between the contours in the compressed region are due to di�erences in interpolation between the
top and bottom plot.
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s-quarks have the same mass, with the super-partners of the b- and t-quarks being decoupled. A summary
of all signal models considered in this analysis can be found in Table 1.
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Figure 1: Example decay topologies for three of the simplified models considered. The left two decay topologies
involve gluino pair production, with the gluinos following an e�ective three-body decay for g̃ ! qq̄ �̃0

2 , with
�̃0

2 ! ˜̀⌥`±/⌫̃⌫ for the “slepton model” (left) and �̃0
2 ! Z (⇤) �̃0

1 in the Z (⇤), g̃– �̃0
2 or g̃– �̃0

1 model (middle). The
diagram on the right illustrates the q̃– �̃0

2 on-shell model, where squarks are pair-produced, followed by the decay
q̃ ! q �̃0

2 , with �̃0
2 ! Z �̃0

1 .

Table 1: Summary of the simplified signal model topologies used in this paper. Here x and y denote the x–y plane
across which the signal model masses are varied to construct the signal grid. For the slepton model, the masses
of the superpartners of the left-handed leptons are given by [m( �̃0

2 ) + m( �̃0
1 )]/2, while the superpartners of the

right-handed leptons are decoupled.

Model Production mode Quark flavours m(g̃)/m(q̃) m( �̃0
2 ) m( �̃0

1 )
slepton g̃g̃ u, d, c, s, b x [m(g̃) + m( �̃0

1 )]/2 y
Z (⇤) g̃g̃ u, d, c, s, b x [m(g̃) + m( �̃0

1 )]/2 y
g̃– �̃0

2 on-shell g̃g̃ u, d, c, s x y 1 GeV
q̃– �̃0

2 on-shell q̃q̃ u, d, c, s x y 1 GeV
g̃– �̃0

1 on-shell g̃g̃ u, d, c, s x m( �̃0
1 ) + 100 GeV y

4 Data and simulated event samples

The data used in this analysis were collected by ATLAS during 2015 and 2016, with a mean number of
additional pp interactions per bunch crossing (pile-up) of approximately 14 in 2015 and 25 in 2016, and
a centre-of-mass collision energy of 13 TeV. After imposing requirements based on beam and detector
conditions and data quality, the data set corresponds to an integrated luminosity of 36.1 fb�1. The
uncertainty in the combined 2015 and 2016 integrated luminosity is ±2.1%. Following a methodology
similar to that detailed in Ref. [25], it is derived from a calibration of the luminosity scale using x–y
beam-separation scans performed in August 2015 and May 2016.

For the high-pT analysis, data events were collected using single-lepton and dilepton triggers [18]. The
dielectron, dimuon, and electron–muon triggers have pT thresholds in the range 12–24 GeV for the higher-
pT lepton. Additional single-electron (single-muon) triggers are used, with pT thresholds of 60 (50) GeV,
to increase the trigger e�ciency for events with high-pT leptons. Events for the high-pT selection are
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Figure 14: Expected and observed exclusion contours derived from the best-expected-sensitivity combination of
results in the on-Z m`` windows of SR-medium and SR-high for the (top) g̃– �̃0

2 on-shell grid and (bottom) q̃–
�̃0

2 on-shell grid. The dashed line indicates the expected limits at 95% CL and the surrounding band shows the
1� variation of the expected limit as a consequence of the uncertainties in the background prediction and the
experimental uncertainties in the signal (±1�exp). The dotted lines surrounding the observed limit contours indicate
the variation resulting from changing the signal cross-section within its uncertainty (±1�SUSY

theory ). The shaded area
indicates the observed limit on this model from Ref. [15].
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Table 1: Summary of the simplified signal model topologies used in this paper. Here x and y denote the x–y plane
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4 Data and simulated event samples

The data used in this analysis were collected by ATLAS during 2015 and 2016, with a mean number of
additional pp interactions per bunch crossing (pile-up) of approximately 14 in 2015 and 25 in 2016, and
a centre-of-mass collision energy of 13 TeV. After imposing requirements based on beam and detector
conditions and data quality, the data set corresponds to an integrated luminosity of 36.1 fb�1. The
uncertainty in the combined 2015 and 2016 integrated luminosity is ±2.1%. Following a methodology
similar to that detailed in Ref. [25], it is derived from a calibration of the luminosity scale using x–y
beam-separation scans performed in August 2015 and May 2016.

For the high-pT analysis, data events were collected using single-lepton and dilepton triggers [18]. The
dielectron, dimuon, and electron–muon triggers have pT thresholds in the range 12–24 GeV for the higher-
pT lepton. Additional single-electron (single-muon) triggers are used, with pT thresholds of 60 (50) GeV,
to increase the trigger e�ciency for events with high-pT leptons. Events for the high-pT selection are
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4 Data and simulated event samples

The data used in this analysis were collected by ATLAS during 2015 and 2016, with a mean number of
additional pp interactions per bunch crossing (pile-up) of approximately 14 in 2015 and 25 in 2016, and
a centre-of-mass collision energy of 13 TeV. After imposing requirements based on beam and detector
conditions and data quality, the data set corresponds to an integrated luminosity of 36.1 fb�1. The
uncertainty in the combined 2015 and 2016 integrated luminosity is ±2.1%. Following a methodology
similar to that detailed in Ref. [25], it is derived from a calibration of the luminosity scale using x–y
beam-separation scans performed in August 2015 and May 2016.

For the high-pT analysis, data events were collected using single-lepton and dilepton triggers [18]. The
dielectron, dimuon, and electron–muon triggers have pT thresholds in the range 12–24 GeV for the higher-
pT lepton. Additional single-electron (single-muon) triggers are used, with pT thresholds of 60 (50) GeV,
to increase the trigger e�ciency for events with high-pT leptons. Events for the high-pT selection are
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Observed (red solid) and expected (grey dashed) exclusion limits for different SUSY scenarios 
producing Z bosons or multiple leptons

Exclusion limits on several models featuring direct squark or gluino production with 
Z bosons (on/off-shell) or multiple leptons in the final states.

‣ Using mll shape fit for limit setting ⇒ statistical combination 
of orthogonal mll bins. 

‣ Limits derived for different m(g), m(χ10), but also depending 
on m(χ20) (with a fixed χ10 mass of 1 GeV).  

‣ Excluding gluino masses up to 1.85 TeV and squark masses 
up to 1.35 TeV.

~ ~
~~

) [GeV]g~m(
600 800 1000 1200 1400 1600 1800 2000 2200

) 
[G

e
V

]
10

χ∼
m

(

200

400

600

800

1000

1200

1400
-1

ATLAS 13 TeV, 14.7 fb

)expσ1 ±Expected limit (

)theory

SUSY
σ1 ±Observed limit (

))/2
0

1
χ
∼)+m(g~)=(m(

0

2
χ
∼; m(

0

1
χ
∼ 

(*)
 Z→

0

2
χ
∼, 

0

2
χ
∼ q q→g~; g~-g~

-1=13 TeV, 36.1 fbs

Best Expected Combination

ATLAS

)0

2χ∼

)<
m(

g~
m(

) [GeV]g~m(
600 700 800 900 1000 1100 1200 1300

) 
[G

e
V

]
10

χ∼
) 

- 
m

(
g~

m
(

0

50

100

150

200

250

300

)expσ1 ±Expected limit (

)theory

SUSY
σ1 ±Observed limit (

)
T

Observed limit (High-p

)
T

Expected limit (High-p

))/2
0

1
χ
∼)+m(g~)=(m(

0

2
χ
∼; m(

0

1
χ
∼ 

(*)
 Z→

0

2
χ
∼, 

0

2
χ
∼ q q→g~; g~-g~

-1=13 TeV, 36.1 fbs

 Best Expected Combination
T

Low-p

ATLAS

Figure 13: Expected and observed exclusion contours derived from the combination of the results in the high-pT
and low-pT edge SRs based on the best-expected sensitivity (top) and zoomed-in view for the low-pT only (bottom)
for the Z (⇤) model. The dashed line indicates the expected limits at 95% CL and the surrounding band shows
the 1� variation of the expected limit as a consequence of the uncertainties in the background prediction and the
experimental uncertainties in the signal (±1�exp). The dotted lines surrounding the observed limit contours indicate
the variation resulting from changing the signal cross-section within its uncertainty (±1�SUSY

theory ). The shaded area on
the upper plot indicates the observed limit on this model from Ref. [15]. In the lower plot the observed and expected
contours derived from the high-pT SRs alone are overlaid, illustrating the added sensitivity from the low-pT SRs.
Small di�erences in the contours in the compressed region are due to di�erences in interpolation between the top
and bottom plot.
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Figure 1: Example processes of (a) the GMSB model and (b) the simplified model of gluino pair production leading
to final states with ⌧-leptons, jets and missing transverse momentum.

last step of the decay chain, ⌧̃ and ⌫̃⌧ are assumed to decay into ⌧ �̃0
1 and ⌫⌧ �̃

0
1 , respectively. All other

SUSY particles are kinematically decoupled. The topology of signal events depends on the mass-splitting
between the gluino and the LSP. The sparticle decay widths are assumed to be small compared to sparticle
masses, such that they play no role in the kinematics.

2 ATLAS detector

The ATLAS experiment is described in detail in Ref. [25]. It is a multipurpose detector with a forward–
backward symmetric cylindrical geometry and a solid angle2 coverage of nearly 4⇡.

The inner tracking detector (ID), covering the region |⌘ | < 2.5, consists of a silicon pixel detector, a
silicon microstrip detector, and a transition radiation tracker. The innermost layer of the pixel detector,
the insertable B-layer [26], was installed between Run 1 and Run 2 of the LHC. The inner detector is
surrounded by a thin superconducting solenoid providing a 2 T magnetic field, and by a finely segmented
lead/liquid-argon (LAr) electromagnetic calorimeter covering the region |⌘ | < 3.2. A steel/scintillator-tile
hadronic calorimeter provides coverage in the central region |⌘ | < 1.7. The endcap and forward regions,
covering the pseudorapidity range 1.5 < |⌘ | < 4.9, are instrumented with electromagnetic and hadronic
LAr calorimeters, with steel, copper or tungsten as the absorber material. A muon spectrometer system
incorporating large superconducting toroidal air-core magnets surrounds the calorimeters. Three layers
of precision wire chambers provide muon tracking coverage in the range |⌘ | < 2.7, while dedicated fast
chambers are used for triggering in the region |⌘ | < 2.4.

The trigger system is composed of two stages [27]. The level-1 trigger, implemented with custom
hardware, uses information from calorimeters and muon chambers to reduce the event rate from 40 MHz

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the center of the detector and
the z-axis along the beam pipe. The x-axis points from the interaction point to the center of the LHC ring and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Rapidity is defined as y = 0.5 ln[(E+pz )/(E�pz )]
where E denotes the energy and pz represents the momentum component along the z-axis.
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backward symmetric cylindrical geometry and a solid angle2 coverage of nearly 4⇡.

The inner tracking detector (ID), covering the region |⌘ | < 2.5, consists of a silicon pixel detector, a
silicon microstrip detector, and a transition radiation tracker. The innermost layer of the pixel detector,
the insertable B-layer [26], was installed between Run 1 and Run 2 of the LHC. The inner detector is
surrounded by a thin superconducting solenoid providing a 2 T magnetic field, and by a finely segmented
lead/liquid-argon (LAr) electromagnetic calorimeter covering the region |⌘ | < 3.2. A steel/scintillator-tile
hadronic calorimeter provides coverage in the central region |⌘ | < 1.7. The endcap and forward regions,
covering the pseudorapidity range 1.5 < |⌘ | < 4.9, are instrumented with electromagnetic and hadronic
LAr calorimeters, with steel, copper or tungsten as the absorber material. A muon spectrometer system
incorporating large superconducting toroidal air-core magnets surrounds the calorimeters. Three layers
of precision wire chambers provide muon tracking coverage in the range |⌘ | < 2.7, while dedicated fast
chambers are used for triggering in the region |⌘ | < 2.4.

The trigger system is composed of two stages [27]. The level-1 trigger, implemented with custom
hardware, uses information from calorimeters and muon chambers to reduce the event rate from 40 MHz

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the center of the detector and
the z-axis along the beam pipe. The x-axis points from the interaction point to the center of the LHC ring and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
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(a) 

(b) 

Different SUSY scenarios expect τ-leptons, jets and ETmiss in their final states. 

‣ Direct gluino production (simplified model) with two-step decay via χ1±, χ20 and τ (superpartner 
of τ-lepton) to τ-leptons and χ10 (a). 

‣ GMSB (gauge-mediated SUSY breaking) model: SUSY breaking is translated to visible sector 
via massive gauge field G (b).

~ ~ ~
~

~

SRs in 1τ and 2τ-channel optimized for compressed scenarios and larger 
mass-splittings. 

Multi-bin approach in 2τ-channel for model-dependent interpretations.  
‣ Binned in sum of transverse tau-masses: mT(τ1) + mT(τ2).

Table 2: Summary of the preselection criteria applied in the 1⌧ and 2⌧ channels. Njet and N⌧ are the number of jets
and ⌧-leptons respectively; other variables are defined in the text.

Subject of selection 1⌧ channel 2⌧ channel

Trigger E
miss
T > 180 GeV, p

jet1
T > 120 GeV

Jets Njet � 2, p
jet2
T > 25 GeV

Multijet events ��(pjet1,2
T , pmiss

T ) > 0.4

⌧-leptons N⌧ = 1 N⌧ � 2

are required to be separated from pmiss
T by at least 0.4 in �, to reject multijet background where large E

miss
T

can arise from jet energy mismeasurements. The 1⌧ channel requires exactly one medium ⌧-lepton while
the 2⌧ channel requires at least two medium ⌧-lepton. The preselection is summarized in Table 2.

To isolate signatures of potential SUSY processes from known SM background, additional kinematic
variables are utilized:

— The transverse mass of the system formed by pmiss
T and the momentum p of a reconstructed object,

mT ⌘ mT(p, pmiss
T ) =

q
2pTE

miss
T (1 � cos��(p, pmiss

T )) ,

where ��(p, pmiss
T ) denotes the azimuthal angle between the momentum of the reconstructed object

and the missing transverse momentum. For events where a lepton ` and the missing transverse
momentum both originate from a W(`⌫) decay, the m

`
T distribution exhibits a Jacobian peak at the

W boson mass. The transverse mass of various objects is used in this analysis, most notably the
transverse mass of the reconstructed ⌧-lepton.

— The m
⌧⌧
T2 variable [80, 81], also called stransverse mass, computed as

m
⌧⌧
T2 = min

pa
T +p

b
T=p

miss
T

⇣
max

h
mT(p⌧1, paT),mT(p⌧2, pbT)

i ⌘
,

where (a, b) refers to two invisible particles that are assumed to be produced with transverse
momentum vectors p a,b

T . In this calculation, (a, b) are assumed to be massless. The m
⌧⌧
T2 distribution

has a kinematic endpoint for processes where massive particles are pair-produced, each particle
decaying into a ⌧-lepton and an undetected particle. When more than two ⌧-leptons are produced
in a decay chain, there is no way to a priori select the pair leading to the desired characteristic.
Therefore, m

⌧⌧
T2 is calculated using all possible ⌧-lepton pairs and the largest value is chosen.

— The scalar sum of the transverse momenta of all ⌧-leptons and jets, HT =
Õ
i

p
⌧i
T +

Õ
j

p
jet j
T .

Figure 2 shows examples of kinematic distributions after the preselection and after applying background
normalization factors as described in section 6. The dominant backgrounds in the 1⌧ channel are tt̄

production and W(⌧⌫)+jets events, with subdominant contributions from Z(⌫⌫)+jets and Z(⌧⌧)+jets.
In the 2⌧ channel, the spectrum is dominated by tt̄, W(⌧⌫)+jets and Z(⌧⌧)+jets events. The multijet
background does not contribute significantly while contributions from the diboson background are only
relevant at high values of m

⌧1
T + m

⌧2
T .

8

Selecting events with exactly one or at least two hadronically decaying        
τ-leptons, ETmiss > 180 GeV and two jets (pT1st/2nd > 120/25 GeV). 

Discriminant variables: HT, ETmiss, transverse mass of τ-lepton mT(τ) or 
stransverse mass of the di-tau system:
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Figure 6: Number of observed events nobs and predicted background yields in the validation regions npred of the 1⌧
and 2⌧ channels. The background predictions are scaled using normalization factors derived in the control regions.
The total uncertainty in the background predictions �tot is shown as a shaded band. The lower panel displays the
significance of the deviation of the observed from the expected yield.

7 Systematic uncertainties

Theoretical and experimental systematic uncertainties are evaluated for all simulated processes. The
uncertainties from theory include PDF, ↵S and scale uncertainties, and generator modeling uncertainties.
Experimental uncertainties are related to the reconstruction, identification, and calibration of final-state
objects. Specific uncertainties are evaluated for the multijet background, which is estimated from data.

For V+jets and diboson samples, systematic uncertainties related to PDFs, ↵S, and scales are evaluated
using alternative weights from the generator. The PDF uncertainty is obtained as the standard deviation
of the 100 PDF variations from the NNPDF3.0nnlo set. The e�ect of the uncertainty in ↵S is computed as
half the di�erence resulting from the ↵S = 0.119 and ↵S = 0.117 parameterizations. The renormalization
scale µR and factorization scale µF are varied up and down by a factor of two and all combinations are
evaluated, except for the (2µR,

1
2 µF) and (1

2 µR, 2µF) variations, which would lead to large log(µR/µF)
contributions to the cross section. The scale uncertainty is computed as half the di�erence between the
two combinations yielding the largest and smallest deviations from the nominal prediction. Uncertainties
due to the resummation and CKKW matching scales for V+jets samples are found to be negligible.
Additional generator modeling uncertainties are considered for the dominant W(⌧⌫)+jets background. An
uncertainty is derived to cover a mismodeling of the HT distribution observed in the W kinematic CR (cf.
Figure 3 (c)). In addition, predictions from S����� and MG5_�MC@NLO + P�����8 are compared, and
the di�erence is taken as a systematic uncertainty. For the diboson background, which is not normalized
to data in the fit, the uncertainty in the cross section is also taken into account.
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HT in top true-τ CR (left). Sum of transverse tau-masses 
mT(τ1) + mT(τ2) in Z→vv CR (right) Summary of event yields in all VRs

Dominant background processes: W→τv, tt, diboson, Z→vv (only in 1τ-channels), Z→ττ (only   
in 2τ-channels). 

Control regions for W/Top, Z→vv, Z→ττ. 
‣ Top and W CRs separated into regions targeting real or fake-τ (from light/heavy-flavor jets). 

Multijet background estimated with jet-smearing-method. 
‣ Estimation for large ETmiss events (from jet mis-measurements) by “smearing” low ETmiss events  

with a jet-response function (ETtruth - ETreco). 

VRs for different background sources (different kinematic cuts).
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Figure 3: (a) Scalar sum of transverse momenta of ⌧-leptons and jets HT in the top true-⌧ CR, (b) missing transverse
momentum E

miss
T in the W fake-⌧ CR, (c) HT in the W kinematic CR, (d) sum of ⌧-lepton transverse masses m

⌧1
T +m

⌧2
T

in the Z(⌧⌧) CR, (e) HT in the Z(⌫⌫) CR, and (f) E
miss
T in the multijet CR, illustrating the background modeling in

the CRs after the fit. The contribution labeled as “Other” includes multijet events (except for the multijet CR) and
the V+jets processes not explicitly listed in the legend. The last bin of each distribution includes overflow events.
The total uncertainty in the background prediction is shown as a shaded band.
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Figure 3: (a) Scalar sum of transverse momenta of ⌧-leptons and jets HT in the top true-⌧ CR, (b) missing transverse
momentum E

miss
T in the W fake-⌧ CR, (c) HT in the W kinematic CR, (d) sum of ⌧-lepton transverse masses m

⌧1
T +m

⌧2
T

in the Z(⌧⌧) CR, (e) HT in the Z(⌫⌫) CR, and (f) E
miss
T in the multijet CR, illustrating the background modeling in

the CRs after the fit. The contribution labeled as “Other” includes multijet events (except for the multijet CR) and
the V+jets processes not explicitly listed in the legend. The last bin of each distribution includes overflow events.
The total uncertainty in the background prediction is shown as a shaded band.
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Figure 8: Distributions of kinematic variables in extended SR selections of the 2⌧ channel after the fit: (a) sum of
transverse masses of ⌧-leptons and jets m

sum
T in the compressed SR without the m

sum
T > 1600 GeV requirement,

(b) scalar sum of transverse momenta of ⌧-leptons and jets HT in the high-mass SR without the HT > 1100 GeV
requirement, (c) sum of transverse masses of ⌧-leptons m

⌧1
T +m

⌧2
T in the multibin SR, and (d) HT in the GMSB SR

without the HT > 1900 GeV requirement. The contribution labeled as “Other” includes multijet events and the
V+jets processes not explicitly listed in the legend. The last bin of each distribution includes overflow events. The
total uncertainty in the background prediction is shown as a shaded band. Arrows in the Data/SM ratio indicate
bins where the entry is outside the plotted range. The signal region is indicated by the arrow in the upper pane.
Signal predictions are overlaid for several benchmark models. For the simplified model, LM, MM and HM refer
to low, medium and high mass-splitting scenarios, with (mg̃,m�̃0

1
) set to (1065, 825) GeV, (1625, 905) GeV, and

(1705, 345) GeV, respectively. The GMSB benchmark model corresponds to ⇤ = 120 TeV and tan � = 40.
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Figure 7: Distributions of kinematic variables in extended SR selections of the 1⌧ channel after the fit: (a) ⌧-lepton
transverse mass m

⌧
T in the compressed SR without the m

⌧
T > 80 GeV requirement and (b) scalar sum of ⌧-lepton

and jet transverse momenta HT in the medium-mass SR without the HT > 1000 GeV requirement. The contribution
labeled as “Other” includes multijet events and the V+jets processes not explicitly listed in the legend. The last bin of
each distribution includes overflow events. The total uncertainty in the background prediction is shown as a shaded
band. Arrows in the Data/SM ratio indicate bins where the entry is outside the plotted range. The signal region is
indicated by the arrow in the upper pane. Signal predictions are overlaid for several benchmark models. For the
simplified model, LM, MM and HM refer to low, medium and high mass-splitting scenarios, with (mg̃,m�̃0

1
) set to

(1065, 825) GeV, (1625, 905) GeV, and (1705, 345) GeV, respectively. The GMSB benchmark model corresponds
to ⇤ = 120 TeV and tan � = 40.

8 Results

Kinematic distributions for the SRs of the 1⌧ and 2⌧ channels are shown in Figures 7 and 8, respectively.
In these plots, all selection criteria defining the respective SRs are applied, except for the one on the
variable which is displayed. Data and fitted background predictions are compared, and signal predictions
from several benchmark models are overlaid. Variables providing the most discrimination between signal
and background are displayed. The m

⌧1
T +m

⌧2
T distribution which is used for the multibin SR of the 2⌧

channel is also shown.

Good agreement between data and background expectation is observed. A small discrepancy is observed
for m

⌧
T < 200 GeV in the 1⌧ compressed SR (cf. Figure 7(a)). This region has been studied in detail and

no particular problem has been identified. Given that the deviation is only observed in a restricted region
and it is below two standard deviations in all bins, no significant impact on the result is expected.

The numbers of observed events and expected background events in the SRs of the 1⌧ and 2⌧ channels are
reported in Tables 10 and 11, respectively. In the high-mass and GMSB SRs of the 2⌧ channel that both
require high HT, a small excess of data with a significance of below two standard deviations is observed.
Apart from that, no significant deviation of data from the SM prediction is observed in any of the five
single-bin SRs and the seven bins of the multibin SR. Upper limits are set at the 95% confidence level
(CL) on the number of signal events, or equivalently, on the signal cross section.

The one-sided profile-likelihood-ratio test statistic is used to assess the probability that the observed data
is compatible with the background-only and signal-plus-background hypotheses. Systematic uncertainties
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Figure 9: Exclusion contours at the 95% confidence level as a function of the LSP mass m�̃0
1

and gluino mass mg̃

for the simplified model of gluino pair production. The solid line and the dashed line correspond to the observed
and median expected limits, respectively, for the combination of the 1⌧ and 2⌧ channels. The band shows the one-
standard-deviation spread of expected limits around the median. The e�ect of the signal cross-section uncertainty
on the observed limits is shown as dotted lines. The inward fluctuation of the �1� line originates from the method
employed to perform the combination. The previous ATLAS result [19] obtained with 3.2 fb�1 of 13 TeV data is
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weaker exclusion at low tan � is mitigated by the SRs from the 1⌧ channel and the compressed SR of
the 2⌧ channel. For high ⇤, the sensitivity is limited by the strong-production cross section. While the
analysis is mainly sensitive to squark and gluino production, the total GMSB production cross section for
high ⇤ is dominated by electroweak production modes.
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Figure 10: Exclusion contours at the 95% confidence level as a function of tan � and the SUSY-breaking mass scale
⇤ for the gauge-mediated supersymmetry-breaking model. The solid line and the dashed line correspond to the
observed and median expected limits, respectively, for the combination of the 1⌧ and 2⌧ channels. The band shows
the one-standard-deviation spread of expected limits around the median. The e�ect of the signal cross-section
uncertainty on the observed limits is shown as dotted lines. The gray and orange dash-dotted lines indicate the
masses of gluinos and mass-degenerate squarks, respectively. The previous ATLAS result [19] obtained with
3.2 fb�1 of 13 TeV data is shown as the filled area on the left.

9 Conclusion

A search for squarks and gluinos in events with jets, hadronically decaying ⌧-leptons, and missing
transverse momentum is performed using pp collision data at

p
s = 13 TeV recorded by the ATLAS

detector at the LHC in 2015 and 2016, corresponding to an integrated luminosity of 36.1 fb�1. Two
channels with exactly one or at least two ⌧-leptons are considered, and their results are statistically
combined. The observed data are consistent with background expectations from the Standard Model.
Upper limits are set at 95% confidence level on the number of events that could be produced by processes
beyond the Standard Model. Results are also interpreted in the framework of a simplified model of gluino
pairs decaying into ⌧-leptons via ⌧-sleptons, and a minimal model of gauge-mediated supersymmetry
breaking with the lighter ⌧-slepton as the NLSP at large tan �. At 95% CL in the simplified model, gluino
masses up to 2000 GeV are excluded for low LSP masses, and LSP masses up to 1000 GeV are excluded
for gluino masses around 1400 GeV. In the GMSB model, values of the SUSY-breaking scale ⇤ below
110 TeV are excluded at 95% CL for all values of tan � in the range 2  tan �  60, while a stronger limit
of 120 TeV is achieved for tan � > 30.
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Observed/expected limits for gluino two-step 
decay (top) and GMSB (bottom)

mT(τ) in a 1τ-SR (left) and HT in the GMSB SR (right): 
SRs are indicated by the back arrows

Phys. Rev. D 99 (2019) 12009

(a) 

(b) 

Analysed 36.1 fb-1 of data (2015/16). 
⇒ Good agreement between data and SM prediction  
in all 1τ and 2τ-SRs. 

Limits for gluino two-step decay (a) and GMSB  
model (b): 
‣ Gluino two-step: Excluding gluino masses up to           

2 TeV and neutralinos below 1 TeV. 
‣ GMSB: Limits depending on SUSY breaking scale Λ 

and ratio of Higgs doublets tan(ß).  
‣ ⇒ Excluding the region below Λ = 110 TeV.
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Summary & Conclusions 

Inclusive searches for squarks and gluinos can set strong constrains on a wide range of 
supersymmetric models. 

Distinct signatures (0-lepton, 1-lepton, 2L OSSF, etc.) can be investigated and have sensitivities 
to different SUSY scenarios.

Fabio Cardillo         -      Inclusive SUSY at ATLAS

Multi-b analysis: searching in events with             
≥ 3 b-jets and light-flavor jets.                                
⇒ Can exclude gluino masses up to 2.3 TeV. 

2L OSSF analysis: sensitive to SUSY models with 
Z prod. by investigating mll shapes.                                                                             
⇒ Excluding gluino (squark) masses up to         
1.85 TeV (1.3 TeV). 

τ + ETmiss analysis: final states with large ETmiss 

and hadronically decaying τ-leptons.                     
⇒ Can obtain limits on simplified and GMSB 
models. 

Unfortunately no public result with full Run 2  
data (139 fb-1) yet. 
Looking forward to interesting new results in the 
coming months… hopefully to be presented at 
Pheno 2020!

Summary plot showing exclusion limits from several 
inclusive squark and gluino searches

ATLAS-PHYS-PUB-2019-012
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SUSY search strategy

5

Search Strategy (common for SUSY searches)

How do we search for SUSY?

from Marc Hohlfeld’s talk at SUSY13 

SUSY2016, July 4th, 2016, Melbourne Inclusive SUSY searches, Manfredi Ronzani

Define signal regions (SRs) ⇒ using 
variables which discriminate SUSY signals 
from SM background. 
Transverse momentum pT, missing 
transverse energy ETmiss, effective mass meff, 
transverse mass mT

Irreducible backgrounds: Monte Carlo 
normalized in control region (CR) or 
pure MC. 

Reducible backgrounds: data-driven or 
semi data-driven approaches. 
Validation regions (VRs) to verify the 
background estimation.

How do we search for SUSY?

from M. Hohlfelds talk at SUSY13 (link)

— ABCD method

IV ATLAS AND THE LHC The ATLAS Detector

z-direction. Thus, the only well-known kinematic variable of the interaction is the transverse momentum
~pT, which is the projection of the momentum to the x-y plane of the detector. Its magnitude pT can be
calculated from the x- and y-components of the momentum vector:

~pT =

 
px

py

!
, pT =

q
(px)

2 +(py)
2. (IV.3)

Since the value of pz can be obtained from combining pT and the rapidity (or pseudorapidity), the
momentum vector of a particle is fully defined by a point in the (pT,h ,f) parameter space. The scalar
sum of the transverse momenta of all selected particles in an event is typically referred to as HT. A
variable denoted as the (inclusive) effective mass meff can be calculated by adding the missing transverse
energy Emiss

T (as comprehensively explained in Section V.4) to this value.

HT = Â
i

|pT| i, meff = HT +Emiss
T , (IV.4)

with the index i iterating on all selected particles6. In most cases, these quantities are expected to be fairly
sensitive to new physics phenomena. Therefore, they are commonly used in physics analyses to evaluate
the compatibility between data and the predicted SM background.

IV.3.2. THE INNER DETECTOR

The inner detector (ID) [129, 130] is the innermost part of the ATLAS detector and provides the tracking
system for charged particles. Therefore, it is the most important part for measuring momenta and charges,
as well as reconstructing track vertices with a high precision. It is built directly around the interaction
point of the beam pipe and has a diameter of 2.1 m and a total length of 6.2 m. Including its different
components, it covers a pseudorapidity up to |h | = 2.5. The pT threshold for momentum measurements
with the ID is about 400 MeV. The track momentum resolution using the combined detector information
is approximately spT/pT = 0.05% pT � 1%7.
The inner detector is composed of three complementary subdetectors: the pixel detector, the semiconductor
tracker (silicon microstrip tracker), and the transition radiation tracker. Several parts of the detector system
were upgraded after RunI to cope with the higher instantaneous luminosities expected for future runs
and to improve the precision of the track reconstruction. In particular, a new pixel layer, the insertable
B-Layer (IBL) [131], has been added to the pixel detector. In Figure IV.4, a detailed layout of the inner
detector system with its three components and the new IBL is shown.

THE PIXEL DETECTOR

The original pixel detector instrumented for RunI is a silicon detector with three cylindrical layers located
at radii of 50.5 mm, 88.5 mm, and 122.5 mm around the center of the beam pipe. In addition, it has two
end-caps with three disc layers each. In total, 1744 modules with 46080 readout channels per module
(⇡8.4 million channels) are installed8. This is about 50% of all the readout channels in the entire detector.
Each layer consists of several staves containing 13 modules each. The pixel sensors have a thickness

6The definitions of HT and meff depend obviously on the selection criteria for the particles considered for the computation.
Thus, these variables are very analysis-specific quantities.

7Throughout the rest of this thesis, the symbol � means that the relative uncertainties are added in quadrature.
8Due to inactive or dead cells in the detector, the number of operating channels is always slightly below the nominal numbers

quoted in the Technical Design Report.
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VI SUPERSYMMETRY AT ATLAS Same-sign/3L Search Results from Run I

The limits are obtained from the statistical combination of the results from the different orthogonal
searches, such as the aforementioned 0-lepton and 1-lepton analyses. The observed and expected limits
from the individual analyses used for the combination are shown as well. The summary of the RunI
searches for direct top squark pair production (Figure VI.1, right) is presented in a (met1 , mec0

1
) mass plane

and is separated into different decay modes of the top squark, for which individual analyses have been
performed.
Since this summary covers results from different analyses and a lot of far-reaching assumptions (parameter
space, branching ratios, neutralino masses, etc.) have been made to obtain them, they can obviously
only give a rough idea about the overall achievements of the RunI SUSY searches in ATLAS. However,
they provide a useful benchmark for understanding and evaluating the performance of the RunII analysis
discussed in the following chapters.
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Figure VI.1.: Left: Exclusion limits in the (meg, mec0
1
) plane for the eg ! tt̄ ec0

1 scenario. Expected limits from
the individual analyses as well as the combined expected and observed limit are shown [187]. Right: Summary
of the RunI searches for direct top squark pair production in the (met1 , mec0

1
) plane. Different decay modes of

the top squark are considered separately, each with a branching ratio of 100% [190].

VI.2. SAME-SIGN/3L SEARCH RESULTS FROM RUN I

The analysis described in this thesis is a resumption of the RunI search for strongly produced supersym-
metric particles in final states with two same-sign (SS) leptons or three leptons (3L), which has been
conducted using data from the full 2012 data taking period (20.3 fb�1 at

p
s = 8 TeV) [4]. Apart from

the new developments presented in the following chapters, these were also the latest results for SUSY
searches in this event signature. A brief summary of this analysis is given here.
The analysis focused on signatures with multiple energetic jets (light-flavor or b-jets), Emiss

T , and either two
isolated leptons (electrons or muons) with the same electric charge or three leptons. Different kinematic
requirements on meff, Emiss

T , or mT
3 and selections on the event signatures (N`, Njets) were used to define

signal regions (SRs) sensitive to particular SUSY benchmark models. Two signal regions requiring a
same-sign signature and b-jets were optimized for gluino-mediated top squark and direct bottom squark
production. A region with a b-jet veto was targeted for gluino-mediated production of first- and second-
generation squarks. Two SRs had a three-lepton requirement and were designed for SUSY scenarios with

3The transverse mass mT is defined as: mT =
q

2p`
T Emiss

T · (1� cos(Df(p`
T, pmiss

T ))).
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Multi-b analysis: SRs definitions

Table 2: Definitions of the Gtt SRs and CRs of the cut-and-count analysis which depend on the di�erence between
the gluino and neutralino masses (�m). All kinematic variables are expressed in GeV except ��4j

min, which is in
radians. The j1 , b requirement specifies that the leading jet is not b-tagged.

Gtt 1-lepton

Criteria common to all regions: � 1 signal lepton, Nb-jets � 3

Targeted kinematics Type Njet mT m
b-jets
T,min E

miss
T m

incl
e� M

⌃
J

Region B
(Boosted, Large �m)

SR � 5 > 150 > 120 > 500 > 2200 > 200

CR = 5 < 150 � > 300 > 1700 > 150

Region M
(Moderate �m)

SR � 6 > 150 > 160 > 450 > 1800 > 200

CR = 6 < 150 � > 400 > 1500 > 100

Region C
(Compressed, small

�m)

SR � 7 > 150 > 160 > 350 > 1000 �
CR = 7 < 150 � > 350 > 1000 �

Gtt 0-lepton

Targeted kinematics Type Nlepton Nb-jets Njet ��4j
min mT m

b-jets
T,min E

miss
T m

incl
e� M

⌃
J

Region B
(Boosted, Large �m)

SR = 0 � 3 � 7 > 0.4 � > 60 > 350 > 2600 > 300

CR = 1 � 3 � 6 � < 150 � > 275 > 1800 > 300

Region M
(Moderate �m)

SR = 0 � 3 � 7 > 0.4 � > 120 > 500 > 1800 > 200

CR = 1 � 3 � 6 � < 150 � > 400 > 1700 > 200

Region C
(Compressed,
moderate �m)

SR = 0 � 4 � 8 > 0.4 � > 120 > 250 > 1000 > 100

CR = 1 � 4 � 7 � < 150 � > 250 > 1000 > 100

Gbb

Criteria common to all regions: Njet � 4

Targeted kinematics Type Nlepton Nb-jets ��4j
min mT m

b-jets
T,min E

miss
T me� Others

Region B
(Boosted, Large �m)

SR = 0 � 3 > 0.4 � � > 400 > 2800 �
CR = 1 � 3 � < 150 � > 400 > 2500 �

Region M
(Moderate �m)

SR = 0 � 4 > 0.4 � > 90 > 450 > 1600 �
CR = 1 � 4 � < 150 � > 300 > 1600 �

Region C
(Compressed, small

�m)

SR = 0 � 4 > 0.4 � > 155 > 450 � �
CR = 1 � 4 � < 150 � > 375 � �

Region VC
(Very Compressed,

very small �m)

SR = 0 � 3 > 0.4 � > 100 > 600 � p
j1
T > 400, j1 , b,

��j1 > 2.5CR = 1 � 3 � < 150 � > 600 �
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(Compressed, small

�m)

SR � 7 > 150 > 160 > 350 > 1000 �
CR = 7 < 150 � > 350 > 1000 �

Gtt 0-lepton

Targeted kinematics Type Nlepton Nb-jets Njet ��4j
min mT m

b-jets
T,min E

miss
T m

incl
e� M

⌃
J

Region B
(Boosted, Large �m)

SR = 0 � 3 � 7 > 0.4 � > 60 > 350 > 2600 > 300

CR = 1 � 3 � 6 � < 150 � > 275 > 1800 > 300

Region M
(Moderate �m)

SR = 0 � 3 � 7 > 0.4 � > 120 > 500 > 1800 > 200

CR = 1 � 3 � 6 � < 150 � > 400 > 1700 > 200

Region C
(Compressed,
moderate �m)

SR = 0 � 4 � 8 > 0.4 � > 120 > 250 > 1000 > 100

CR = 1 � 4 � 7 � < 150 � > 250 > 1000 > 100

Gbb

Criteria common to all regions: Njet � 4

Targeted kinematics Type Nlepton Nb-jets ��4j
min mT m

b-jets
T,min E

miss
T me� Others

Region B
(Boosted, Large �m)

SR = 0 � 3 > 0.4 � � > 400 > 2800 �
CR = 1 � 3 � < 150 � > 400 > 2500 �

Region M
(Moderate �m)

SR = 0 � 4 > 0.4 � > 90 > 450 > 1600 �
CR = 1 � 4 � < 150 � > 300 > 1600 �

Region C
(Compressed, small

�m)

SR = 0 � 4 > 0.4 � > 155 > 450 � �
CR = 1 � 4 � < 150 � > 375 � �

Region VC
(Very Compressed,

very small �m)

SR = 0 � 3 > 0.4 � > 100 > 600 � p
j1
T > 400, j1 , b,

��j1 > 2.5CR = 1 � 3 � < 150 � > 600 �

13

Definition of the 0-lepton and 1-lepton signal/control regions of the multi-b analysis (for 
the simple cut-and-count approach).

ATLAS-CONF-2018-041

06.05.2019
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Multi-b analysis: Limits on gluino branching ratios

Observed (top) and expected (bottom) exclusion limits as a function of the gluino 
branching ratio to top quarks (x-axis) and bottom quarks (y-axis).  
‣ The neutralino mass is fixed to either 1 GeV (left), 600 GeV (middle) or 1 TeV (right).
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Figure 10: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 11: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 600 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 10: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 11: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 600 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 10: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 11: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 600 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 10: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 11: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 600 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 12: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1000 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 13: Exclusion limits as a function of m(t̃), in the Gtt model but with an on-shell stop, in the context of the
multi-bin analysis. The g̃ and �̃0

1 masses are fixed to 2.1 TeV and 600 GeV respectively. The dashed and solid
bold lines show the 95% CL expected and observed limits, respectively. The solid red line indicates the theoretical
cross-section for a 2.1 TeV gluino. The thin blue lines indicate the expected (dashed) and observed (solid) limits for
the case of the o�-shell stop, where m(t̃) = 5 TeV.
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Figure 12: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( �̃0

1 ) is fixed to 1000 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 13: Exclusion limits as a function of m(t̃), in the Gtt model but with an on-shell stop, in the context of the
multi-bin analysis. The g̃ and �̃0

1 masses are fixed to 2.1 TeV and 600 GeV respectively. The dashed and solid
bold lines show the 95% CL expected and observed limits, respectively. The solid red line indicates the theoretical
cross-section for a 2.1 TeV gluino. The thin blue lines indicate the expected (dashed) and observed (solid) limits for
the case of the o�-shell stop, where m(t̃) = 5 TeV.
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2L OSSF analysis: Definition of signal/control regions

Definition of the 2L OSSF signal, validation and control regions: on-Z, high-pT (left) and 
low-pT edge (right). 
‣ All SRs need to have at least two leptons (e or µ) and a OSSF pair. 
‣ Besides the cuts listed here, SRs are further subdivided into several mll bins (overlapping 

or orthogonal for mll for shape fit).

Since at least two jets are expected in all signal models studied, selected events are further required to
contain at least two signal jets. Furthermore, for events with a Emiss

T requirement applied, the minimum
azimuthal opening angle between either of the two leading jets and the p

miss
T , ��(jet12, p

miss
T ), is required

to be greater than 0.4 so as to remove events with Emiss
T arising from jet mismeasurements.

The selection criteria for the CRs, VRs, and SRs are summarised in Tables 3 and 4, for the high- and
low-pT analyses respectively. The most important of these regions are shown graphically in Figure 2.

Table 3: Overview of all signal, control and validation regions used in the high-pT edge and on-Z searches. The
flavour combination of the dilepton pair is denoted by either “SF” for same-flavour or “DF” for di�erent-flavour.
All regions require at least two opposite-charge leptons with pT > {50, 25} GeV, with the exception of the three �
CRs, which require zero leptons and one photon, and the diboson CRs (VR-WZ and VR-ZZ). Unlike the rest of the
regions, the diboson CRs do not include a lepton-charge requirement. More details are given in the text. The main
requirements that distinguish the control and validation regions from the signal regions are indicated in bold. Most
of the kinematic quantities used to define these regions are discussed in the text.

High-pT E
miss
T HT njets m`` mT2 SF/DF nb-jets ��(jet12, p

miss
T ) m`` windows

regions [GeV] [GeV] [GeV] [GeV]

Signal regions

SR-low > 250 > 200 � 2 > 12 > 70 SF � > 0.4 10
SR-medium > 400 > 400 � 2 > 12 > 25 SF � > 0.4 9
SR-high > 200 > 1200 � 2 > 12 � SF � > 0.4 10

Control regions

CR-FS-low > 250 > 200 � 2 > 12 > 70 DF � > 0.4 �
CR-FS-medium > 400 > 400 � 2 > 12 > 25 DF � > 0.4 �
CR-FS-high > 100 > 1100 � 2 > 12 � DF � > 0.4 �
CR�-low � > 200 � 2 � � 0`, 1� � � �
CR�-medium � > 400 � 2 � � 0`, 1� � � �
CR�-high � > 1200 � 2 � � 0`, 1� � � �
CRZ-low < 100 > 200 � 2 > 12 > 70 SF � � �
CRZ-medium < 100 > 400 � 2 > 12 > 25 SF � � �
CRZ-high < 100 > 1200 � 2 > 12 � SF � � �

Validation regions

VR-low 100–200 > 200 � 2 > 12 > 70 SF � > 0.4 �
VR-medium 100–200 > 400 � 2 > 12 > 25 SF � > 0.4 �
VR-high 100–200 > 1200 � 2 > 12 � SF � > 0.4 �
VR-��-low > 250 > 200 � 2 > 12 > 70 SF � < 0.4 �
VR-��-medium > 400 > 400 � 2 > 12 > 25 SF � < 0.4 �
VR-��-high > 200 > 1200 � 2 > 12 � SF � < 0.4 �
VR-WZ 100–200 > 200 � 2 > 12 � 3` 0 > 0.4 �
VR-ZZ < 50 > 100 � 1 > 12 � 4` 0 > 0.4 �

For the high-pT search, the leading lepton’s pT is required to be at least 50 GeV to reject additional
background events while retaining high e�ciency for signal events. Here, a kinematic endpoint in the
m`` distribution is searched for in three signal regions. In each case, it is carried out across the full
m`` spectrum, with the exception of the region with m`` < 12 GeV, which is vetoed to reject low-mass
Drell–Yan (DY) events, ⌥ and other dilepton resonances. Models with low, medium and high values of
�mg̃ = mg̃ � m�̃0

1
are targeted by selecting events with HT > 200, 400 and 1200 GeV to enter SR-low, SR-

10

Table 4: Overview of all signal, control and validation regions used in the low-pT edge search. The flavour
combination of the dilepton pair is denoted by either “SF” for same-flavour or “DF” for di�erent-flavour. The charge
combination of the leading lepton pairs is given as “SS” for same-sign or “OS” for opposite-sign. All regions require
at least two leptons with pT > {7, 7} GeV, with the exception of CR-real and CR-fake, which require exactly two
leptons, and the diboson CRs (VR-WZ-low-pT and VR-ZZ-low-pT). More details are given in the text. The main
requirements which distinguish the control and validation regions from the signal regions are indicated in bold.
The low-pT SR selection is explicitly vetoed in VR-WZ-low-pT and VR-ZZ-low-pT to ensure orthogonality. When
applied, the mT requirement is checked for the two leading leptons.

Low-pT E
miss
T p

``
T njets nb-jets m`` SF/DF OS/SS ��(jet12, p

miss
T ) mT m`` windows

regions [GeV] [GeV] [GeV] [GeV]

Signal regions

SRC > 250 < 20 � 2 � > 30 SF OS > 0.4 � 6
SRC-MET > 500 < 75 � 2 � > 4, < [8.4, 11] SF OS > 0.4 � 6

Control regions

CRC > 250 < 20 � 2 � > 30 DF OS > 0.4 � �
CRC-MET > 500 < 75 � 2 � > 4, < [8.4, 11] DF OS > 0.4 � �
CR-real � � � 2 � 81–101 2` SF OS � � �

CR-fake
⇢

< 125 � � � > 4, < [8.4, 11] 2` µe SS � � �
> 4, < [8.4, 11], < [81, 101] 2` µµ

Validation regions

VRA 200–250 < 20 � 2 � > 30 SF OS > 0.4 � �
VRA2 200–250 > 20 � 2 � > 4, < [8.4, 11] SF OS > 0.4 � �
VRB 250–500 20–75 � 2 � > 4, < [8.4, 11] SF OS > 0.4 � �
VRC 250–500 > 75 � 2 � > 4, < [8.4, 11] SF OS > 0.4 � �
VR-WZ-low-pT > 200 � � 1 0 > 4, < [8.4, 11] 3` � > 0.4 � �
VR-ZZ-low-pT > 200 � � 0 > 4, < [8.4, 11] 4` � > 0.4 � �
VR-�� > 250 � � 2 � > 4, < [8.4, 11] SF OS < 0.4 � �
VR-fakes > 225 � � 2 � > 4, < [8.4, 11] DF OS > 0.4 `1, `2 < 100 �
VR-SS > 225 � � 2 � > 4, < [8.4, 11] SF SS > 0.4 `1, `2 < 100 �

medium and SR-high, respectively. Requirements on Emiss
T are also used to select signal-like events, with

higher Emiss
T thresholds probing models with higher LSP masses. For SR-low and SR-medium a cut on mT2

of > 70 GeV and > 25 GeV, respectively, is applied to reduce backgrounds from top-quark production. In
order to make model-dependent interpretations using the signal models described in Section 3, a profile
likelihood [86] fit to the m`` shape is performed in each SR separately, with m`` bin boundaries chosen to
ensure a su�cient number of events for a robust background estimate in each bin and maximise sensitivity
to target signal models. The m`` bins are also used to form 29 non-orthogonal m`` windows to probe the
existence of BSM physics or to assess model-independent upper limits on the number of possible signal
events. These windows are chosen so that they are sensitive to a broad range of potential kinematic edge
positions. In cases where the signal could stretch over a large m`` range, the exclusive bins used in the
shape fit potentially truncate the lower-m`` tail, and so are less sensitive. Of these windows, ten are in
SR-low, nine are in SR-medium and ten are in SR-high. A schematic diagram showing the m`` bin edges
in the SRs and the subsequent m`` windows is shown in Figure 3. More details of the m`` definitions in
these windows are given along with the results in Section 9. Models without light sleptons are targeted
by windows with m`` < 81 GeV for �m� < mZ , and by the window with 81 < m`` < 101 GeV for
�m� > mZ . The on-Z bins of the SRs, with bin boundaries 81 < m`` < 101 GeV, are each considered as
one of the 29 m`` windows, having good sensitivity to models with on-shell Z bosons in the final state.

For the low-pT search, events are required to have at least two leptons with pT > 7 GeV. Orthogonality
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2L OSSF analysis: Results in inclusive SRs and diboson VRs

Left: Results in inclusive on-Z (top) and low-pT edge (bottom) SRs (without mll binning 
applied).  

Right: Results in WZ and ZZ validation regions (separate WZ, ZZ VRs for low-pT 
validation).
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Figure 8: The observed and expected yields in the diboson VRs. The data are compared to the sum of the expected
backgrounds. The observed deviation from the expected yield normalised to the total uncertainty is shown in the
bottom panel. The hatched uncertainty band includes the statistical and systematic uncertainties of the background
prediction.

8 Systematic uncertainties

The data-driven background estimates are subject to uncertainties associated with the methods employed
and the limited number of events used in their estimation. The dominant source of uncertainty for the
flavour-symmetry-based background estimate in the high-pT SRs is due to the limited statistics in the
corresponding DF CRs, yielding an uncertainty of between 10% and 90% depending on the m`` range in
question. Other systematic uncertainties assigned to this background estimate include those due to MC
closure, the measurement of the e�ciency correction factors and the extrapolation in Emiss

T and HT in the
case of SR-high.

Several sources of systematic uncertainty are associated with the data-driven Z/�⇤ + jets background
prediction for the high-pT analysis. The boson pT reweighting procedure is assigned an uncertainty based
on a comparison of the nominal results with those obtained by reweighting events using the HT distribution
instead. For the smearing function an uncertainty is derived by comparing the results obtained using the
nominal smearing function derived from MC simulation with those obtained using a smearing function
derived from data in a 1-jet control region. The full reweighting and smearing procedure is carried out
using � + jets MC events such that an MC non-closure uncertainty can be derived by comparing the
resulting � + jets MC Emiss

T distribution to that in Z/�⇤ + jets MC events. An uncertainty of 10% is
obtained for the V� backgrounds, based on a data-to-MC comparison in a V�-enriched control region
where events are required to have a photon and one lepton. This uncertainty is propagated to the final
Z/�⇤ + jets estimate following the subtraction of the V� background. Finally, the statistical precision of
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this method and uncertainties in the � + jets method for the Z/�⇤ + jets background prediction. In SRs
that include the on-Z m`` bin, diboson theory uncertainties also become important. The total uncertainty
in the high-pT SRs ranges from 12% in the most highly populated SRs to > 100% in regions where less
than one background event is expected. The low-pT SRs are generally impacted by uncertainties due
to the limited size of the MC samples used in the background estimation, with these being dominant in
SRC-MET. In SRC the theoretical uncertainties in the tt̄ background dominate, with these also being
important in SRC-MET. The total background uncertainty in the low-pT SRs is typically 10–20% in SRC
and 25–35% in SRC-MET.

9 Results

The integrated yields in the high- and low-pT signal regions are compared to the expected background
in Tables 5 and 6, respectively. The full m`` distributions in each of these regions are compared to the
expected background in Figures 9 and 10.

Table 5: Breakdown of the expected background and observed data yields for SR-low, SR-medium and SR-high,
integrated over the m`` spectrum. The quoted uncertainties include statistical and systematic contributions, and due
to anti-correlations with the CR, the total uncertainty may be less than the sum of individual parts.

SR-low SR-medium SR-high

Observed events 134 40 72

Total expected background events 144± 22 40± 10 83± 9

Flavour-symmetric (tt̄, Wt, WW and Z ! ⌧⌧) events 86± 12 29± 9 75± 8
Z/�⇤ + jets events 9+13

�9 0.2+0.8
�0.2 2.0± 1.2

W Z/Z Z events 43± 12 9.8± 3.2 4.1± 1.2
Rare top events 6.7± 1.8 1.20± 0.35 1.8± 0.5

As signal models may produce kinematic endpoints at any value of m`` , any excess must be searched for
across the m`` distribution. To do this a “sliding window” approach is used, as described in Section 6. The
41 m`` windows (10 for SR-low, 9 for SR-medium, 10 for SR-high, 6 for SRC and 6 for SRC-MET) are
chosen to make model-independent statements about the possible presence of new physics. The results in
these m`` windows are summarised in Figure 11, with the observed and expected yields in the combined
ee + µµ channel for all 41 m`` windows. In general the data are consistent with the expected background
across the full m`` range. The largest excess is observed in SR-medium with 101 < m`` < 201 GeV,
where a total of 18 events are observed in data, compared to an expected 7.6 ± 3.2 events, corresponding
to a local significance of 2�.

Model-independent upper limits at 95% confidence level (CL) on the number of events (S95) that could be
attributed to non-SM sources are derived using the CLS prescription [96], implemented in the HistFitter
program [97]. A Gaussian model for nuisance parameters is used for all but two of the uncertainties. The
exceptions are the statistical uncertainties in the flavour-symmetry method and MC-based backgrounds,
which are treated as Poissonian nuisance parameters. This procedure is carried out using the m`` windows
from the high-pT and low-pT analyses, neglecting possible signal contamination in the CRs. For these

25

Table 6: Breakdown of the expected and observed data yields for the low-pT signal regions and their corresponding
control regions. The quoted uncertainties include the statistical and systematic contributions, and due to anti-
correlations with the CRs, the total uncertainty may be less than the sum of individual parts.

SRC CRC SRC-MET CRC-MET

Observed events 93 98 17 10

Total expected background events 104± 17 98± 10 10± 4 10.0± 2.6

Top-quark events 85± 17 81± 14 3+4
�3 2.5+3.0

�2.5
Fake-lepton events 8.3± 1.5 10± 10 2.00± 0.35 3.6± 1.2
Diboson events 7.6± 1.3 5.7± 1.6 4.4± 1.3 3.1± 1.2
Rare top events 3.26± 0.95 1.8± 0.7 0.53± 0.15 0.59± 0.18
Z/�⇤ + jets events 0.050± 0.010 0.0± 0.0 0.52± 0.12 0.18± 0.05

upper limits, pseudo-experiments are used. Upper limits on the visible BSM cross-section hA✏�i95
obs

are obtained by dividing the observed upper limits on the number of BSM events by the integrated
luminosity. Expected and observed upper limits are given in Tables 7 and 8 for the high-pT and low-pT
SRs, respectively. The p-values, which represent the probability of the SM background alone to fluctuate
to the observed number of events or higher, are also provided using the asymptotic approximation [86].
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τ-analysis: Definition of 1τ and 2τ SRs/CRs

Table 3: Summary of the signal region definitions in the 1⌧ channel. These requirements are applied in addition to
the preselection. The variables are defined in the text.

Subject of 1⌧ SRs
selection Compressed Medium-mass

⌧-leptons 20 < p
⌧
T < 45 GeV p

⌧
T > 45 GeV

Event E
miss
T > 400 GeV

kinematics m
⌧
T > 80 GeV m

⌧
T > 250 GeV

— HT > 1000 GeV

Table 4: Summary of the signal region definitions in the 2⌧ channel. These requirements are applied in addition to
the preselection. The variables are defined in the text.

Subject of 2⌧ SRs
selection Compressed High-mass Multibin GMSB

Event m
⌧⌧
T2 > 70 GeV m

⌧1
T +m

⌧2
T > 350 GeV m

⌧1
T +m

⌧2
T > 150 GeV m

⌧1
T +m

⌧2
T > 150 GeV

kinematics HT < 1100 GeV HT > 1100 GeV HT > 800 GeV HT > 1900 GeV
m

sum
T > 1600 GeV — Njet � 3 —

7 bins in m
⌧1
T +m

⌧2
T

In the 2⌧ channel, three SRs are defined for the simplified model, as summarized in Table 4. The
compressed and high-mass SRs target signals with small and large mass-splittings, respectively. The 2⌧
multibin SR exploits the shape di�erence between signal and background distributions, in contrast to the
other SRs which only exploit the total yields. The multibin approach is less model-dependent than a
single-bin SR designed to probe a narrow part of the model parameter space, and it provides increased
sensitivity to both small and large mass-splittings.

The 2⌧ compressed SR has a requirement on m
⌧⌧
T2 to exploit the kinematic endpoint of Z(⌧⌧)+jets and

dileptonic tt events. A requirement on m
sum
T ⌘ m

⌧1
T +m

⌧2
T +

Õ
i

m
jeti
T is imposed to take advantage of the large

E
miss
T and the high multiplicities of jets and ⌧-leptons that are expected from gluino decays and the boosted

topologies. The upper bound on HT allows a combination with the high-mass SR, and does not a�ect the
sensitivity to compressed signals. The 2⌧ high-mass SR includes a stringent requirement on m

⌧1
T + m

⌧2
T

that reduces the contribution from Z(⌧⌧)+jets events. The ⌧-leptons from high-pT Z bosons have a small
separation in �, which results in low values of m

⌧1
T + m

⌧2
T given that the ⌧-neutrinos producing E

miss
T are

collimated with the visible decay products of ⌧-leptons. An HT requirement is applied to significantly
reduce background from tt̄ and W(⌧⌫)+jets events. The multibin SR uses looser selection criteria than the
high-mass SR, and comprises seven bins in m

⌧1
T + m

⌧2
T .

A dedicated SR is defined for the GMSB model, based on the high-mass SR. To accommodate the more
complex production and decay processes and the higher mass reach in the GMSB model, the minimum
m
⌧1
T + m

⌧2
T requirement, which depends on specific decay topologies, is lowered while the minimum HT

requirement is raised. The selection criteria defining the GMSB SR in the 2⌧ channel are summarized in
Table 4.

For the simplified model, the two SRs of the 1⌧ channel can be statistically combined in a simultaneous fit
with either the compressed and high-mass SRs of the 2⌧ channel or the multibin SR of the 2⌧ channel, as
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Table 4: Summary of the signal region definitions in the 2⌧ channel. These requirements are applied in addition to
the preselection. The variables are defined in the text.

Subject of 2⌧ SRs
selection Compressed High-mass Multibin GMSB

Event m
⌧⌧
T2 > 70 GeV m

⌧1
T +m

⌧2
T > 350 GeV m

⌧1
T +m

⌧2
T > 150 GeV m

⌧1
T +m

⌧2
T > 150 GeV

kinematics HT < 1100 GeV HT > 1100 GeV HT > 800 GeV HT > 1900 GeV
m

sum
T > 1600 GeV — Njet � 3 —

7 bins in m
⌧1
T +m

⌧2
T

In the 2⌧ channel, three SRs are defined for the simplified model, as summarized in Table 4. The
compressed and high-mass SRs target signals with small and large mass-splittings, respectively. The 2⌧
multibin SR exploits the shape di�erence between signal and background distributions, in contrast to the
other SRs which only exploit the total yields. The multibin approach is less model-dependent than a
single-bin SR designed to probe a narrow part of the model parameter space, and it provides increased
sensitivity to both small and large mass-splittings.

The 2⌧ compressed SR has a requirement on m
⌧⌧
T2 to exploit the kinematic endpoint of Z(⌧⌧)+jets and

dileptonic tt events. A requirement on m
sum
T ⌘ m

⌧1
T +m

⌧2
T +

Õ
i

m
jeti
T is imposed to take advantage of the large

E
miss
T and the high multiplicities of jets and ⌧-leptons that are expected from gluino decays and the boosted

topologies. The upper bound on HT allows a combination with the high-mass SR, and does not a�ect the
sensitivity to compressed signals. The 2⌧ high-mass SR includes a stringent requirement on m

⌧1
T + m

⌧2
T

that reduces the contribution from Z(⌧⌧)+jets events. The ⌧-leptons from high-pT Z bosons have a small
separation in �, which results in low values of m

⌧1
T + m

⌧2
T given that the ⌧-neutrinos producing E

miss
T are

collimated with the visible decay products of ⌧-leptons. An HT requirement is applied to significantly
reduce background from tt̄ and W(⌧⌫)+jets events. The multibin SR uses looser selection criteria than the
high-mass SR, and comprises seven bins in m

⌧1
T + m

⌧2
T .

A dedicated SR is defined for the GMSB model, based on the high-mass SR. To accommodate the more
complex production and decay processes and the higher mass reach in the GMSB model, the minimum
m
⌧1
T + m

⌧2
T requirement, which depends on specific decay topologies, is lowered while the minimum HT

requirement is raised. The selection criteria defining the GMSB SR in the 2⌧ channel are summarized in
Table 4.

For the simplified model, the two SRs of the 1⌧ channel can be statistically combined in a simultaneous fit
with either the compressed and high-mass SRs of the 2⌧ channel or the multibin SR of the 2⌧ channel, as
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Definition of the 1τ and 2τ-SRs, targeting different 
models and different kinematic scenarios:

Table 5: Summary of the W and top control regions. These requirements are applied in addition to the trigger, jet,
and multijet requirements of the preselection. The variables N⌧ , Njet, Nµ and Nb-jet are the number of ⌧-leptons,
jets, muons, and b-tagged jet, respectively; other variables are defined in the text.

Subject of W / Top W / Top W / Top
selection kinematic CR true-⌧ CR fake-⌧ CR

⌧-leptons N⌧ = 0 N⌧ = 1

Jets Njet � 3 —

Muons Nµ = 1 Nµ = 0 Nµ = 1

W /top separation Nb-jet = 0/� 1

Event HT < 800 GeV
kinematics E

miss
T < 300 GeV

m
µ
T < 100 GeV m

⌧
T < 80 GeV m

µ
T < 100 GeV

— — m⌧µ > 60 GeV (W CR)

Table 6: Summary of the Z(⌫⌫), Z(⌧⌧) and multijet control regions. These requirements are applied in addition to
the trigger, and jet requirements of the preselection. The variables N⌧ and Nµ are the number of ⌧-leptons, and
muons, respectively; q⌧i

is the charge of ⌧-lepton i; other variables are defined in the text.

Subject of selection Z(⌫⌫) CR Z(⌧⌧) CR Multijet CR

⌧-leptons N⌧ = 1 N⌧ � 2, q⌧1
= �q⌧2

N⌧ = 1

Multijet events ��(pjet1,2
T , pmiss

T ) > 0.4 ��(pjet1,2
T , pmiss

T ) < 0.3

Muons Nµ = 0 — —

Top suppression Nb-jet = 0 —

Event kinematics HT < 800 GeV —
E

miss
T < 300 GeV — —

100  m
⌧
T < 200 GeV m

⌧1
T + m

⌧2
T < 100 GeV 100 < m

⌧
T < 200 GeV

E
miss
T /me� > 0.3 mT2 < 70 GeV E

miss
T /me� < 0.2

��(pjet1
T , p

miss
T ) > 2.0 — —

��(p⌧1
T , p

miss
T ) > 1.0 — —

dileptonic top-quark contributions. Both Z CRs employ a veto on b-tagged jets to suppress contributions
from top-quark processes. A simultaneous fit over all CRs is performed using H���F����� [82] to extract
the normalization factors.

The multijet background contributes when jets are misidentified as ⌧-leptons and large missing transverse
momentum is induced by jet energy mismeasurements. This, together with the very large production cross
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⌧
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⌧
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⌧
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from top-quark processes. A simultaneous fit over all CRs is performed using H���F����� [82] to extract
the normalization factors.

The multijet background contributes when jets are misidentified as ⌧-leptons and large missing transverse
momentum is induced by jet energy mismeasurements. This, together with the very large production cross
section, makes it di�cult to simulate a su�cient number of multijet events with the required accuracy, so
this background is estimated from data [83]. A data sample with high purity in multijet events is selected
using single-jet triggers. Events with well-measured jets are retained by applying an upper bound on the
E

miss
T significance [19], except for events where the leading b-tagged jet is aligned with pmiss

T . The latter
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Table 11: Number of observed events and predicted background yields in the three signal regions of the 2⌧ channel.
The background prediction is scaled using normalization factors derived in the control regions. The numbers in
brackets give the background prediction before application of the fitted normalization factors. All systematic and
statistical uncertainties are included in the quoted uncertainties. The bottom part of the table shows the observed
and expected model-independent upper limits at 95% CL on the number of signal events S

95
obs and S

95
exp, respectively,

the corresponding observed upper limit on the visible cross section h�visi95
obs, the confidence level observed for

the background-only hypothesis CLb, the p0-value, and corresponding significance (Z). If the number of observed
events is smaller than the expected background yield, the p0-value is set to 0.5, corresponding to a significance of
0.0 standard deviations.

2⌧ channel Compressed SR High-mass SR GMSB SR

Data 5 6 4

Total background [4.7] 5.4±1.9 [2.3] 2.3±0.7 [1.5] 1.4±0.5

Top quarks [2.3] 2.9±1.7 [0.9] 1.0±0.5 [0.34] 0.39±0.23
W(⌧⌫)+jets [0.5] 0.4+0.5

�0.4 [0.4] 0.4±0.4 [0.4] 0.4±0.4
Z(⌧⌧)+jets [0.035] 0.030±0.011 [0.37] 0.32±0.11 [0.33] 0.28±0.10
Z(⌫⌫)+jets [0.47] 0.67±0.35 [0.065] 0.093±0.028 [0.008] 0.011±0.007
Other V+jets [0.32] 0.30±0.08 [0.019] 0.015±0.012 [< 0.01] < 0.01
Diboson [1.06] 1.05±0.25 [0.56] 0.56±0.15 [0.29] 0.29±0.08
Multijet [0.0261] 0.0241±0.0031 [0.0131] 0.0121±0.0015 [0.065] 0.060±0.008

S
95
obs (S95

exp) 6.7 (6.7+2.8
�1.5) 9.0 (5.0+1.9

�1.3) 7.3 (4.4+1.5
�0.9)

h�visi
95
obs[fb] 0.18 0.25 0.20

CLb 0.50 0.96 0.95
p0 (Z) 0.5 (0.0) 0.03 (1.83) 0.05 (1.68)

included in the band. Its e�ect on the observed limits is shown separately as dotted lines. For both SUSY
models, the exclusion limits obtained with 36.1 fb�1 of collision data at

p
s = 13 TeV significantly improve

upon the previous ATLAS results [19] established with 3.2 fb�1 of 13 TeV data. Besides the increase in
the integrated luminosity, the results benefit from an improved analysis and statistical treatment. The 1⌧
and 2⌧ channels are now statistically combined in a global fit, while in the previous analysis, only the SR
with the lowest expected CLs value was considered for the simplified model, and only the 2⌧ GMSB SR
was used for the GMSB interpretation. In addition, the multibin SR of the 2⌧ channel provides increased
sensitivity to gluino pair production over a large region of the parameter space.

Expected limits in the model parameter space are shown for each channel, to illustrate their complemen-
tarity and the gain in sensitivity achieved with their combination. The green dash-dotted line corresponds
to a fit that includes all CRs and the two SRs of the 1⌧ channel. For the 2⌧ channel, in the case of the
simplified model, the magenta dash-dotted line corresponds to the best expected exclusion from fits that
include either the 2⌧ multibin SR or the combination of the 2⌧ compressed and high-mass SRs. In the
GMSB model, the 2⌧ combination is based on the 2⌧ GMSB and compressed SRs. In the simplified
model, the 1⌧ and 2⌧ channels have similar sensitivity at high gluino and low LSP masses. For high LSP
masses, the combination is dominated by the 2⌧ channel, while in the region with a low mass di�erence
between the gluino and the LSP, the 1⌧ channel drives the exclusion. In the GMSB interpretation, the
more stringent limits at high values of tan � are explained by the nature of the NLSP, which is the lightest
⌧-slepton in this region. For lower values of tan �, the ⌧̃1 is nearly mass-degenerate with ẽR and µ̃R,
leading to fewer ⌧-leptons in squark and gluino decays, and reduced sensitivity of the 2⌧ GMSB SR. The
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Table 10: Number of observed events and predicted background yields in the two signal regions of the 1⌧ channel.
The background prediction is scaled using normalization factors derived in the control regions. The numbers in
brackets give the background prediction before application of the fitted normalization factors. All systematic and
statistical uncertainties are included in the quoted uncertainties. The bottom part of the table shows the observed
and expected model-independent upper limits at 95% CL on the number of signal events S

95
obs and S

95
exp, respectively,

the corresponding observed upper limit on the visible cross section h�visi95
obs, the confidence level observed for the

background-only hypothesis CLb, the p0-value, and corresponding significance Z. If the number of observed events
is smaller than the expected background yield, the p0-value is set to 0.5, corresponding to a significance of 0.0
standard deviations.

1⌧ channel Compressed SR Medium-mass SR

Data 286 12

Total background [290] 320±32 [15.2] 15.9±3.0

Top quarks [66] 77±21 [5.2] 5.8±1.6
W(⌧⌫)+jets [57] 51±18 [2.4] 2.2±1.7
Z(⌫⌫)+jets [77] 110±24 [1.5] 2.2±0.5
Other V+jets [52] 45±10 [1.9] 1.7±0.4
Diboson [28] 28±5 [3.0] 3.0±0.6
Multijet [10.0] 9.2±1.2 [1.24] 1.14±0.14

S
95
obs (S95

exp) 49.5 (64.3+24.1
�14.9) 7.7 (10.0+4.3

�2.7)
h�visi

95
obs[fb] 1.37 0.21

CLb 0.18 0.24
p0 (Z) 0.5 (0.0) 0.5 (0.0)

are included in the likelihood function as nuisance parameters with Gaussian probability densities. Fol-
lowing the standards used for LHC analyses, p-values are computed according to the CLs prescription [90]
using H���F����� [82].

Model-independent upper limits on the event yields are calculated for each SR except the multibin SR,
assuming no signal contribution in the CRs. No such interpretation can be made for the multibin SR, as
the relative signal contribution in each bin of the m

⌧1
T + m

⌧2
T distribution is model-dependent. The results

are derived using profile-likelihood-ratio distributions obtained from pseudo-experiments. Upper limits
on signal yields are converted into limits on the visible cross section (�vis) of BSM processes by dividing
by the integrated luminosity of the data. The visible cross section is defined as the product of production
cross section, acceptance, and selection e�ciency. Results are summarized at the bottom of Tables 10
and 11. The observed upper limits on the visible cross section range from 0.18 fb for the compressed SR
of the 2⌧ channel to 1.37 fb for the compressed SR of the 1⌧ channel.

Limits are also set for the two SUSY models discussed in Section 1. Exclusion contours at the 95% CL
are derived in the (mg̃,m�̃0

1
) parameter space for the simplified model and in the (⇤, tan �) parameter

space for the GMSB model. In the case of model-dependent interpretations, the signal contribution in the
control regions is included in the calculation of upper limits, and asymptotic properties of test-statistic
distributions are used [91]. Results are shown in Figures 9 and 10. The solid line and the dashed line
correspond to the observed and median expected limits, respectively. The band shows the one-standard-
deviation spread of the expected limits around the median, which originates from statistical and systematic
uncertainties in the background and signal. The theoretical uncertainty in the signal cross section is not
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Results in 1τ-SRs (left) and in 2τ-SRs (right): 

‣ Two SRs in 1τ-channel (for compressed and medium-mass scenarios) and three SRs in 
2τ-channel (compressed, high-mass and GMSB).
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