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Holdom, 86’
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!6

constrain generic vector  
resonances - X

rescaling of the production 
and branching ratio

to baryon number and to leptons via B–� kinetic mixing, and on a vector that mediates

a protophobic force. Finally, summary and discussion are provided in Sec. 4. N.b., all

information required to recast dark photon searches to any vector model, including software

to perform any such recasting, is provided at https://gitlab.com/philten/darkcast.

2 Generic Vector Boson Model

In this section, we consider a generic model that couples a vector boson X to SM fermions,

f , and to invisible dark-sector particles, �, according to

L ⇢ gX
X

f

xf f̄�
µfXµ +

X

�

LX��̄ , (2.1)

where gXxf is the coupling strength to fermion f , and the form of the X��̄ interaction

does not need to be specified.1 For example, in the minimal A0 scenario, where the A0

coupling to SM fermions arises due to �–A0 kinetic mixing, gX = "e, x` = �1, x⌫ = 0, and

xq = 2/3 or �1/3. The A0 also has a model-dependent coupling to the weak Z current

that scales as O(m2
A0/m2

Z), see e.g. Ref. [65]. For mA0 > 10 GeV, we adopt the model of

Refs. [66, 67]. The A0 decays visibly if mA0 < 2m� for all �, and predominantly invisibly

otherwise. The more general model has 14 parameters: the 12 fermion couplings, the X

boson mass, mX , and its decay branching fraction into invisible dark-sector final states.

Recasting a dark photon search that used the final state F involves solving the following

equation for each mX = mA0 :

�XBX!F ✏(⌧X) = �A0BA0!F ✏(⌧A0) , (2.2)

where �X,A0 denotes the production cross section, BX,A0!F is the decay branching fraction,

and ✏ is the detector e�ciency, whose lifetime dependence is made explicit. From Eq. (2.2),

one can see that what is needed are the ratios �X/�A0 , BX!F/BA0!F , and ✏(⌧X)/✏(⌧A0).

N.b., in models where the X couples to an anomalous SM current, there are additional

strong constraints from the Bu,d ! KX, Z ! �X, and K ! ⇡X processes, which arise

due to the enhanced production rates of the longitudinal X mode [68–70].

2.1 X production

The ratio of production cross sections for both electron-beam bremsstrahlung and e+e�

annihilation is
�eZ!eZX

�eZ!eZA0
=

�e+e�!X�

�e+e�!A0�
=

(gXxe)2

("e)2
. (2.3)

For proton-beam bremsstrahlung the situation is more complicated, but to a good approx-

imation the ratio can be taken to be

�pZ!pZX

�pZ!pZA0
⇡

g2X(2xu + xd)2

("e)2
, (2.4)

1
This model is flavor-conserving due to its diagonal couplings. Of course, one could also consider

flavor-violating X couplings; however, in such cases, the constraints from studies of flavor-changing neutral

currents are much stronger than those from A0
searches. Furthermore, we only consider real xf for similar

reasons, making this a CP -conserving model as well.

– 3 –

generic vector  
resonances

Ilten, YS, Williams, Xue, 1801.04847see also https://gitlab.com/philten/darkcast

g2
X = ϵ2 σ̄A′�BRA′�→ℱε(τA′�)

σ̄XBRX→ℱε(τX)
σA′�BRA′�→ℱε(τA′�) = σXBRX→ℱε(τX)

https://gitlab.com/philten/darkcast
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pseudo scalars
(appears in various motivated BSM models)

ℒeff = −
4παscg

Λ
aGμνG̃μν +

cγ

4Λ
aFμνF̃μν

Aloni, YS, Williams, 1811.03474
Aloni, Fanelli, YS, Williams, work in progress

cg ≠ 0 or cγ ≠ 0
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tion angle bin) was obtained from the data by applying
the selection criteria described above and fitting the ex-
perimental distributions of “elasticity” and Mγγ for each
angular bin. The typical background in the event selec-
tion process was only a few percent of the real signal
events (see Fig. 2). However, the uncertainty of 1.6% in
the background extraction in this much upgraded exper-
iment still remained one of the largest contributions to
the total systematic uncertainty.
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FIG. 2: Typical distribution of reconstructed “elasticity” (left
panel) and Mγγ (right panel) for one angular bin.

The extraction of differential cross sections from the
experimental yields requires an accurate knowledge of the
total photon flux for each tagger energy bin, the number
of atoms in the target, the acceptance of the experimental
setup and the inefficiencies of the detectors. The uncer-
tainty reached in the photon flux measurement, as de-
scribed above, was at the level of 1% [17]. Different tech-
niques have been used to determine the number of atoms
in both targets with an uncertainty less than 0.1% [15].
The acceptance and detection efficiencies and their un-
certainties were calculated by a GEANT-based Monte
Carlo code that included accurate information about the
detector geometry and response of each detector element.
Other than accidental backgrounds, some physics pro-
cesses with an energetic π0 in the final state can poten-
tially contribute to the extracted yield. The ω photopro-
duction process through the ω → π0γ decay channel is
the dominant contribution to the background. The fit
of the experimental data, as described below, with the
subtracted physics background changes the extracted π0

decay width by 1.4% with an uncertainty of 0.25%.
The resulting experimental cross sections for 12C and

208Pb are shown in Figs. 3 and 4 along with the fit results
for individual contributions from the different π0 pro-
duction mechanisms. Two elementary amplitudes, the
Primakoff (one photon exchange), TPr, and the strong
(hadron exchange), TS , contribute coherently, as well as
incoherently in π0 photoproduction from nuclei at for-

ward angles. The cross section of this process can be ex-
pressed by four terms: Primakoff (Pr), nuclear coherent
(NC), interference between strong and Primakoff ampli-
tudes (Int), and nuclear incoherent (NI):

dσ

dΩ
= | TPr + eiϕTS |2 +

dσ
NI

dΩ

=
dσ

Pr

dΩ
+

dσ
NC

dΩ
+

dσ
Int

dΩ
+

dσ
NI

dΩ
,

where ϕ is the relative phase between the Primakoff and
the strong amplitudes. The Primakoff cross section is
proportional to the π0 decay width, the primary focus of
this experiment [9]:

dσ
Pr

dΩ
= Γ(π0 → γγ)

8αZ2

m3

β3E4

Q4
|FEM (Q)|2 sin2 θπ,

where Z is the atomic number; m, β, θπ are the mass,
velocity and production angle of the pion; E is the energy
of the incident photon; Q is the four-momentum transfer
to the nucleus; FEM (Q) is the nuclear electromagnetic
form factor, corrected for final state interactions (FSI)
of the outgoing pion. The FSI effects for the photopro-
duced pions, as well as the photon shadowing effect in nu-
clear matter, need to be accurately included in the cross
sections before extracting the Primakoff amplitude. To
achieve this, and to calculate the NC and NI cross sec-
tions, a full theoretical description based on the Glauber
method was developed, providing an accurate calculation
of these processes in both light and heavy nuclei [18, 19].
For the NI process, an independent method based on
the multi-collision intranuclear cascade model [20] was
also used to check the model dependence of the extracted
decay width. The uncertainty in the decay width from
model dependence and the parameters inside of the mod-
els was estimated to be 0.3%.
The Γ(π0 → γγ) decay width was extracted by fitting

the experimental results with the theoretical cross sec-
tions of the four processes mentioned above folded with
the angular resolutions (σθ

π0
= 0.6 mrad) and the mea-

sured energy spectrum of the incident photons. In the fit-
ting process, four parameters, Γ(π0 → γγ), CNC , CNI , ϕ,
were varied to calculate the magnitude of the Primakoff,
NC, NI cross sections and the phase angle, respec-
tively. Independent analyses of the experimental data
by two groups within the PrimEx collaboration yielded
the weighted averages of the extracted decay widths for
12C and 208Pb presented in Table I.
The extracted decay width combined for the two tar-

gets is Γ(π0 → γγ) = 7.82±0.14 (stat.)±0.17 (syst.) eV.
The quoted total systematic uncertainty (2.1%) is the
quadratic sum of all the estimated uncertainties in this
experiment. The systematic uncertainties were verified
by measuring the cross sections of the Compton scatter-
ing and the e+e− production processes. The extracted
cross sections for these well-known processes agree with
the theoretical predictions at the level of 1.5% and will

PrimEx,1009.1681 
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tion angle bin) was obtained from the data by applying
the selection criteria described above and fitting the ex-
perimental distributions of “elasticity” and Mγγ for each
angular bin. The typical background in the event selec-
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the total systematic uncertainty.
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FIG. 2: Typical distribution of reconstructed “elasticity” (left
panel) and Mγγ (right panel) for one angular bin.

The extraction of differential cross sections from the
experimental yields requires an accurate knowledge of the
total photon flux for each tagger energy bin, the number
of atoms in the target, the acceptance of the experimental
setup and the inefficiencies of the detectors. The uncer-
tainty reached in the photon flux measurement, as de-
scribed above, was at the level of 1% [17]. Different tech-
niques have been used to determine the number of atoms
in both targets with an uncertainty less than 0.1% [15].
The acceptance and detection efficiencies and their un-
certainties were calculated by a GEANT-based Monte
Carlo code that included accurate information about the
detector geometry and response of each detector element.
Other than accidental backgrounds, some physics pro-
cesses with an energetic π0 in the final state can poten-
tially contribute to the extracted yield. The ω photopro-
duction process through the ω → π0γ decay channel is
the dominant contribution to the background. The fit
of the experimental data, as described below, with the
subtracted physics background changes the extracted π0

decay width by 1.4% with an uncertainty of 0.25%.
The resulting experimental cross sections for 12C and

208Pb are shown in Figs. 3 and 4 along with the fit results
for individual contributions from the different π0 pro-
duction mechanisms. Two elementary amplitudes, the
Primakoff (one photon exchange), TPr, and the strong
(hadron exchange), TS , contribute coherently, as well as
incoherently in π0 photoproduction from nuclei at for-

ward angles. The cross section of this process can be ex-
pressed by four terms: Primakoff (Pr), nuclear coherent
(NC), interference between strong and Primakoff ampli-
tudes (Int), and nuclear incoherent (NI):
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where ϕ is the relative phase between the Primakoff and
the strong amplitudes. The Primakoff cross section is
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where Z is the atomic number; m, β, θπ are the mass,
velocity and production angle of the pion; E is the energy
of the incident photon; Q is the four-momentum transfer
to the nucleus; FEM (Q) is the nuclear electromagnetic
form factor, corrected for final state interactions (FSI)
of the outgoing pion. The FSI effects for the photopro-
duced pions, as well as the photon shadowing effect in nu-
clear matter, need to be accurately included in the cross
sections before extracting the Primakoff amplitude. To
achieve this, and to calculate the NC and NI cross sec-
tions, a full theoretical description based on the Glauber
method was developed, providing an accurate calculation
of these processes in both light and heavy nuclei [18, 19].
For the NI process, an independent method based on
the multi-collision intranuclear cascade model [20] was
also used to check the model dependence of the extracted
decay width. The uncertainty in the decay width from
model dependence and the parameters inside of the mod-
els was estimated to be 0.3%.
The Γ(π0 → γγ) decay width was extracted by fitting

the experimental results with the theoretical cross sec-
tions of the four processes mentioned above folded with
the angular resolutions (σθ
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= 0.6 mrad) and the mea-

sured energy spectrum of the incident photons. In the fit-
ting process, four parameters, Γ(π0 → γγ), CNC , CNI , ϕ,
were varied to calculate the magnitude of the Primakoff,
NC, NI cross sections and the phase angle, respec-
tively. Independent analyses of the experimental data
by two groups within the PrimEx collaboration yielded
the weighted averages of the extracted decay widths for
12C and 208Pb presented in Table I.
The extracted decay width combined for the two tar-

gets is Γ(π0 → γγ) = 7.82±0.14 (stat.)±0.17 (syst.) eV.
The quoted total systematic uncertainty (2.1%) is the
quadratic sum of all the estimated uncertainties in this
experiment. The systematic uncertainties were verified
by measuring the cross sections of the Compton scatter-
ing and the e+e− production processes. The extracted
cross sections for these well-known processes agree with
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ηc cross check
4

This Work Experiment
VMD⇥|F(m)|2 Average SU(3)

B(⌘c ! ⇢⇢) 1.0% 1.8± 0.5% 1.10± 0.14%

B(⌘c ! !!) 0.40% 0.20± 0.10% 0.44± 0.06%

B(⌘c ! ��) 0.25% 0.28± 0.04% 0.28± 0.04%

B(⌘c ! K⇤K⇤) 0.91% 0.91± 0.26% 1.00± 0.13%

TABLE I: Validation of our results using ⌘c ! V V decays.
Our predictions are consistent with the averages of the ex-
perimental values for each decay [32]. Furthermore, we derive
more precise experimental values by averaging all ⌘c ! V V
results assuming SU(3) symmetry in these decays, and find
that our predictions are consistent with these SU(3)-averaged
experimental results to O(10%).

when including higher-twist e↵ects, which is known as
the ⌘c ! V V puzzle. Though not the focus of our
work, we can provide an explanation for this puzzle: since
F(1.4GeV) ⇡ 1 and pQCD scaling goes as m�4, we find
that F(m⌘c) ⇡ 5% implying there are non-perturbative
remnants at m⌘c , which gives B(⌘c ! V V ) values much
larger than those obtained from a purely pQCD-based
calculation (see Table I).

Given any ALP U(3) representation, e.g. as shown in
Fig. 1, and the mass-dependent vertex scaling functions,
e.g. Eq. (18), we can calculate exclusive hadronic ALP
decay widths and its total hadronic width. The detailed
calculations are provided in the Supplemental Material,
and summarized briefly here.

• �a!V V : As discussed above, we calculate a ! ⇢⇢,
a ! !!, a ! ��, and a ! K⇤K⇤ using our extended-
VMD framework. Additionally, we calculate �a!⇡⇡�

as a ! ⇢⇢ followed by ⇢–� mixing and ⇢! ⇡⇡.

• �a!V P : Since a ! ⇢⇡ violates isospin and a ! K⇤K
violates SU(3) symmetry, they are expected to be sub-
leading and di�cult to calculate, thus we do not con-
sider them here.3 Most other decays of this type in-
volving ground-state mesons violate C, so also are not
considered.

• �a!�� : At low masses, the chiral transformation gen-
erates a direct a�� coupling, while at high masses
pQCD quark-loop contributions (at two-loop order)
are important. Additionally, calculated for the first
time here using our extended-VMD approach, a !

V V ! ��, where the vector mesons mix with the pho-
tons, are the dominant contributions over most of the
mass range considered.

• �a!3⇡: These decays proceed via isospin-violating a–
⇡0 mixing, and by a–⌘(0) mixing followed by ⌘(0) ! 3⇡.

3 Specifically, determining the U(3)-violating components of a and
the kaon-loop contributions to isospin-violating final states would
be tedious.

We calculate these decay rates using the LO chiral La-
grangian, and add a k factor to account for the well-
known large final-state pion rescattering e↵ects.

• �a!PPP : In this category, we calculate a ! ⌘(0)⇡⇡
and a ! KK⇡. The amplitudes for these decays are
dominated by scalar and tensor meson exchanges. The
scalar resonance parameters and couplings are taken
from the ⌘0 ! ⌘⇡⇡ model of Ref. [33], where they
were determined by fitting all available data. We use a
similar approach to derive the f2(1270) tensor-meson
contribution. The form of the K⇡ S-wave amplitude is
taken from Ref. [34]. Unlike above, we cannot obtain
the F functions for these vertices directly from data.
Given that the dimensionality of each of these vertices
is the same as that of V V P , we also use Eq. (18) here.
This universality assumption is validated by the fact
that we accurately predict both B(⌘c ! ⌘⇡⇡) and
B(⌘(1760) ! ��) ⇥ B(⌘(1760) ! ⌘0⇡⇡) to ⇡ 20%,
and B(⌘c ! KK⇡) to ⇡ 10%. Given that a ! ⌘⇡⇡
or a ! KK⇡ has the largest branching fraction for
ma & 1GeV, the lack of more stringent data-driven
constraints here is the weakest component of our ALP
decay calculations, though these data-driven tests sug-
gest that the uncertainties are small. (These predic-
tions could be improved in the future, as a better
experimental understanding of the excited ⌘⇤ states
would make it possible to extract the F functions for
the SPP and TPP vertices from data.)

• �a!gg: The NLO pQCD calculation of Eq. (5) derived
in Ref. [20] is adopted here.

• �a (total hadronic width): We take �a = �a!gg for
ma & 1.84GeV, while for lower masses, the sum of all
exclusive modes is used for �a. At ma ' 1.84GeV we
find �a!gg ⇡

P
i=exc.

�i.

The decay widths and branching fractions are summa-
rized in Fig. 3. The unaccounted for branching fraction is
also shown in Fig. 3, and is substantial for ma & 2GeV.
This includes decays such as a ! AA, i.e. two axial-
vector mesons, which should be comparable to a ! V V
above about 2.5GeV, and many decay paths that in-
volve excited resonances, rescatterings, etc. For exam-
ple, ⇡ 20% of ⌘c decays result in a 6⇡ final state, and
we expect that the ALP will decay to many-body final
states that are not studied here at about the same rate.
Using our framework and the branching fractions in

Fig. 3, we can now evaluate the constraints on this model.
We focus on the m⇡ < ma < 3GeV region, where our
work has the biggest impact. Constraints where fa .
3f⇡ are omitted, e.g., bounds from radiative J/ decays,
since we assumed f⇡ ⌧ fa when deriving a. Details on all
calculations are provided in the Supplemental Material,
while in Fig. 4 and below we summarize the constraints.

• We recast existing limits on the a�� vertex from
LEP [19, 35] and beam-dump experiments [36, 37] us-
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Summary

Dark vector  - are probed by current and near future 
experiments. The bounds can be easily recasted to a 
given model.

Current PrimEx like experiment can probed unexplored 
parameter space of ALP.

Hadronic rates of ALP and vector can be estimated in a 
data-driven methods based on e+e- data. 
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2

FIG. 1. Previous and planned experimental bounds on dark photons (adapted from Ref. [1]) compared to the anticipated LHCb
reach for inclusive A0 production in the di-muon channel (see the text for definitions of prompt, pre-module, and post-module).
The red vertical bands indicate QCD resonances which would have to be masked in a complete analysis. The LHCb D⇤

anticipated limit comes from Ref. [48], and Belle-II comes from Ref. [49].

where X is any (multiparticle) final state. Ignoring
O(m2

A0/m2

Z) and O(↵EM) corrections, this process has
the identical cross section to the prompt SM process
which originates from the EM current

BEM : pp ! X�⇤
! Xµ+µ�, (7)

up to di↵erences between the A0 and �⇤ propagators and
the kinetic-mixing suppression. Interference between S
and BEM is negligible for a narrow A0 resonance. There-
fore, for any selection criteria on X, µ+, and µ�, the
ratio between the di↵erential cross sections is

d�pp!XA0!Xµ+µ�

d�pp!X�⇤!Xµ+µ�
= ✏4

m4

µµ

(m2
µµ �m2

A0)2 + �2

A0m2

A0
, (8)

where mµµ is the di-muon invariant mass, for the case
�A0 ⌧ |mµµ �mA0 | ⌧ mA0 .

To obtain a signal event count, we integrate over an
invariant-mass range of |mµµ � mA0 | < 2�mµµ , where
�mµµ is the detector resolution on mµµ. The ratio of
signal events to prompt EM background events is

S

BEM

⇡ ✏4
⇡

8

m2

A0

�A0�mµµ

⇡
3⇡

8

mA0

�mµµ

✏2

↵EM(N` +Rµ)
, (9)

neglecting phase space factors for N` leptons lighter than
mA0/2. This expression already accounts for the A0

!

µ+µ� branching-fraction suppression when Rµ is large.

We emphasize that (9) holds for any final state X (and
any kinematic selection) in the mA0 ⌧ mZ limit for tree-
level single photon processes. In particular, it already
includes µ+µ� production from QCD vector mesons that
mix with the photon. This allows us to perform a fully
data-driven analysis, since the e�ciency and acceptance
for the (measured) prompt SM process is the same as
for the (inferred) signal process, excluding A0 lifetime-
based e↵ects. The dominant component of BEM at small
mA0 comes from meson decays M ! µ+µ�Y , denoted
as BM . There are also two other important components:
final state radiation (FSR) and Drell-Yan (DY).
Beyond BEM, there are other important sources of

backgrounds that contribute to the reconstructed prompt
di-muon sample, ordered by their relative size:

• B⇡⇡
misID

: Two pions (and more rarely a kaon and
pion) can be misidentified (misID) as a fake di-
muon pair, including the contribution from in-flight
decays. This background can be deduced and sub-
tracted in a data-driven way using prompt same-
sign di-muon candidates [56, 57].

• B⇡µ
misID

: A fake di-muon pair can also arise from
one real muon (primarily from charm or beauty de-
cays) combined with one misID pion or kaon. This
background can be subtracted similarly to B⇡⇡

misID
.

• BBH: The Bethe-Heitler (BH) background played
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real time data analysis (trigger-less) for Run 3

particle identification

muons detection:

dimuon invariant mass (mμμ) resolution:

4 MeV, mμμ<1 GeV

0.4% mμμ, mμμ>1 GeV

time resolution: στ∼50fs (almost constant in proper lifetime)
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prompt backgrounds
misidentified  pions:

Bππ - two pions are misidentified 

Bπμ - one pion is misidentified and one real muon 

BBH - Bethe-Heitler background, subdominant due to small 
photon luminosity function
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an important role in the analysis of Ref. [7]. This is
a subdominant process at the LHC due in part to
the small e↵ective photon luminosity function. We
verified that BBH is small using a parton shower
generator (see below), and it will be neglected in
estimating the reach.

True displaced di-muon pairs, which arise from beauty
decays, are rarely reconstructed as prompt at LHCb.
Such backgrounds, however, are dominant in the dis-
placed search discussed below.

Summarizing, the reconstructed prompt di-muon sam-
ple contains the following background components:

Bprompt = BM +BFSR +BDY| {z }
BEM

+B⇡⇡
misID

+B⇡µ
misID| {z }

BmisID

. (10)

After subtracting BmisID from Bprompt [56, 57], we can
use (9) to infer S from BEM for any mA0 and ✏2.

We now present an inclusive search strategy for dark
photons at LHCb. The LHCb experiment will upgrade
to a triggerless detector-readout system for Run 3 of the
LHC [58], making it highly e�cient at selecting A0

!

µ+µ� decays in real time. Therefore, we focus on Run 3
and assume an integrated luminosity of (see Ref. [48])

Z
L dt = 15 fb�1. (11)

The trigger system currently employed by LHCb is e�-
cient for many A0

! µ+µ� decays included in our search.
We estimate that the sensitivity in Run 2 will be equiv-
alent to using about 10% of the data collected in Run 3.
Therefore, inclusion of Run 2 data will not greatly impact
the reach by the end of Run 3, though a Run 2 analysis
could explore much of the same mA0�✏2 parameter space
in the next few years.

The LHCb detector is a forward spectrometer covering
the pseudorapidity range 2 < ⌘ < 5 [59, 60]. Within this
acceptance, muons with three-momentum p > 5 GeV are
reconstructed with near 100% e�ciency with a momen-
tum resolution of �p/p ⇡ 0.5% and a di-muon invariant
mass resolution of [60, 61]

�mµµ ⇡

⇢
4 MeV mµµ < 1 GeV

0.4%mµµ mµµ > 1 GeV
. (12)

For the displaced A0 search, the vertex resolution of
LHCb depends on the Lorentz boost factor of the A0;
we therefore use an event-by-event selection criteria in
the analysis below. That said, it is a reasonable approx-
imation to use a fixed A0 proper-lifetime resolution [60]

�⌧ ⇡ 50 fs , (13)

except near the di-muon threshold where the opening
angle between the muons is small.

To suppress fake muons, our strategy requires muon
candidates have (transverse) momenta (pT > 0.5 GeV)
p > 10 GeV, and are selected by a neural-network muon-
identification algorithm [62] with a muon e�ciency of
✏2µ ⇡ 0.50 and a pion fake rate of ✏2⇡ ⇡ 10�6 [57]. To a
good approximation, the neural-network performance is
independent of the kinematics. Such a low pion misID
rate is a unique feature of LHCb and is vital for probing
the low-mA0 region in A0

! µ+µ� decays.
To further suppress BmisID for mA0 > m� ' 1.0 GeV,

we require muons to satisfy an isolation criterion based
on clustering the final state with the anti-kT jet algo-
rithm [63] with R = 0.5 in FastJet 3.1.2 [64]; muons
with pT (µ)/pT (jet) < 0.75 are rejected, excluding the
contribution to pT (jet) from the other muon if it is con-
tained in the same jet. The di-muon isolation e�ciencies
obtained from simulated LHCb data (see below) are 50%
for FSR, DY, and BH, 25% for meson decays (dominantly
from charmonium states), and 1% for fake pions (⇡⇡ and
⇡µ have similar e�ciencies).
The baseline selection for the LHCb inclusive A0 search

is therefore:

1. two opposite-sign muons with ⌘(µ±) 2 [2, 5],
p(µ±) > 10 GeV, and pT (µ±) > 0.5 GeV;

2. a reconstructedA0
! µ+µ� candidate with ⌘(A0) 2

[2, 5], pT (A0) > 1 GeV, and passing the isolation
criterion for mA0 > m�;

3. an A0
! µ+µ� decay topology consistent with ei-

ther a prompt or displaced A0 decay [48, 57].

Following a similar strategy to Ref. [48], we use the recon-
structed muon impact parameter (IP) and A0 transverse
flight distance `T to define three non-overlapping search
regions:

1. Prompt: IPµ± < 2.5�IP;

2. Displaced (pre-module): `T 2 [5�`T , 6mm];

3. Displaced (post-module): `T 2 [6mm, 22mm].

The resolution on IP and `T are taken from Ref. [48] (see
also [65]) replacing the electrons from that study with
muons. The displaced A0 search is restricted to `T <
22mm to ensure at least three hits per track in the vertex
locator (VELO), and we define two search regions based
on the average `T to the first tracking module (i.e. 6mm).
To estimate the reach for this A0 search using (9), we

need to know Bprompt(mµµ) with the above selection cri-
teria applied. To our knowledge, LHCb has not pub-
lished such a spectrum, so we use Pythia 8.212 [66]
to simulate the various components of BEM.1 LHCb

1 We caution the reader that the di-muon spectra published by
ATLAS [67] and CMS [68] do not impose prompt selection crite-
ria nor do they subtract fake di-muons. To estimate the reach at
those experiments, one would have to account for such e↵ects.

γ

γ μ⁺

μ⁻

“good” “bad”
scales as signal does not 

scale as signal

επ ≈10-3
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subtracting fake pions by using the same-sign sample:
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SUPPLEMENTAL MATERIAL

Here, we provide a more detailed discussion on the fol-
lowing aspects of our proposed A0 search at LHCb: how
to subtract the misidentified di-muon background; how
to estimate the LHCb muon-identification performance
from Ref. [62]; what the consistent-decay-topology re-
quirements are in our analysis; and how the sensitivity
of LHCb to A0

! µ+µ� could be improved.

Fake Di-Muon Subtraction

Most fake muons come from misidentified pions, with a
subdominant contribution from misidentified kaons and
protons. For simplicity, we denote all misID particles
as pions below, though the argument presented is com-
pletely general. The following logic will allow us to use
data-driven methods to subtract the fake di-muon back-
ground.
We first consider the double-misID case where two pi-

ons are each misidentified as muons. The number of
same-sign (SS) ⇡±⇡± pairs from a pp collision is related
to the number of pions that satisfy our kinematic require-
ments by

n⇡⇡
±± =

n⇡
±(n

⇡
± � 1)

2
, (14)

while the number of opposite-sign (OS) ⇡+⇡� pairs is

n⇡⇡
+� = n⇡

+
n⇡
�. (15)
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In the n⇡
± ! 1 limit, and assuming equal acceptance for

SS and OS pairs with the same invariant mass, we obtain
the simple relationship

n⇡⇡
+� ⇡ 2

p
n⇡⇡
++

n⇡⇡
�� ⇡ n⇡⇡

++
+ n⇡⇡

��, (16)

where the right-most relationship assumes n⇡
+

⇡ n⇡
�,

which is a good approximation in pp collisions. There-
fore, the total number of SS pion pairs in a data sample
is

N⇡⇡
+� ⇡ N⇡⇡

++
+N⇡⇡

��, (17)

where Nxy ⌘
P

nxy and the sum is over all collisions in
the sample.

Next, we consider the single-misID case where one true
muon is combined with a misidentified prompt pion. This
true muon dominantly comes from a displaced heavy-
flavor decay which is mis-reconstructed as prompt. In
this case, the combinatorics only enter for the pion, and
in the full data sample we find

N⇡µ
+� ⇡ N⇡µ

++
+N⇡µ

��. (18)

Combining the double- and single-misID cases to-
gether, one expects

B⇡⇡
misID

+B⇡µ
misID

⇡ N++ +N��, (19)

where the lack of superscripts on N±± denotes that we do
not need to separate these into ⇡⇡ and ⇡µ categories ex-
perimentally. This simple estimate, based on taking the
asymptotic limit and assuming charge-symmetric pion
samples, could easily be improved in an actual analysis,
since the true combinatorics can be determined from the
data. The small correction required to account for the
di↵erence in acceptance between SS and OS pairs can be
obtained reliably from simulation. We expect that (19)
is accurate to ⇡ 10% and that a highly-accurate misID
subtraction can be performed using the data.

Finally, we note that an alternative approach is also
possible using OS ⇡⇡ samples directly with the pion
misID rate measured in data, along with OS µ⇡ samples
where the muon is displaced. The actual analysis could
use both methods and check their consistency to assess
the systematic uncertainty in the fake-muon background
subtraction.

Muon Identification

For small mA0 , most A0
! µ+µ� decays produce low-

pT muons. Since high-energy pp collisions produce many
low-pT pions, there are many possible ⇡+⇡� pairs per
collision that could result in a double misID of ⇡+⇡�

as µ+µ�. Furthermore, the decay-in-flight probability of
⇡ ! µ is inversely proportional to momentum. There-
fore, the low-mass A0

! µ+µ� signal is obscured by

the enormous double-misID ⇡+⇡� background if muon
identification is based soley on whether the particle is
a muon when it reaches the muon system. Our base-
line selection requires pT (µ) > 0.5 GeV, p(µ) > 10 GeV,
and ⌘(µ) 2 [2, 5]. By convolving the pion momentum
spectrum obtained from Pythia with the decay-in-flight
probability given by the pion lifetime, we obtain an es-
timate that ⇡ 1% of all pions satisfying these kinematic
requirements will be identified as muons by the muon
system. This results in B⇡⇡

misID
= O(100) ⇥ BEM in the

low-mA0 region.
One way to reduce the double-misID background is

to increase the muon pT threshold. At low-mA0 , how-
ever, the signal is predominantly produced via ⌘ ! A0�,
so increasing the muon pT threshold greatly reduces the
potential signal yield. For example, increasing the muon
pT threshold from 0.5 GeV, as in our nominal proposed
search, to 2 GeV reduces the low-mA0 yield by a factor of
⇡ 100. That said, such an approach may prove viable at
ATLAS and CMS as they plan to collect 200 times more
luminosity by the end of the HL-LHC era than LHCb
will collect in Run 3, making it plausible that the low-
mA0 reach estimate in this letter could be representative
of the ultimate ATLAS/CMS sensitivity.

Instead of raising the muon pT threshold, here we take
advantage of the unique particle-identification features
of LHCb. The LHCb detector employs two ring-imaging
Cherenkov (RICH) detectors to identify charged parti-
cles with momenta from O(1 � 100 GeV). The primary
motivation for incorporating such detector systems into
LHCb was to provide hadronic particle-identification ca-
pabilities to facilitate studying Cabbibo-suppressed weak
decays. For our purposes, these systems are also very
powerful tools for lepton identification. For p . 5 GeV,
the RICH detectors are capable of identifying electrons
and muons without the need for additional information
from the calorimeter or muon systems. By combining the
information of the RICH detectors with all other LHCb
subsystems into a neural network (NN), LHCb is able
to greatly reduce the pion (and kaon) misID probabili-
ties [62].

To our knowledge, the only published performance of
the LHCb muon-identification NN is from a search for the
decay ⌧ ! 3µ [62]. The muon kinematic requirements in
that analysis are similar to ours, and so we estimate the
NN performance directly from Ref. [62]. Specifically, we
assume the 2012 performance and a requirement that re-
moves the lowest two bins in NN response (see Fig. 2d
of Ref. [62]). The e�ciency to identify a true di-muon
pair is taken to be "(⌧ ! 3µ)2/3 ⇡ 54%, which we re-
duce to 50% to account for other selection criteria applied
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! µ+µ� candidates. Since the ⌧ ! 3µ selection
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subtraction.

Muon Identification

For small mA0 , most A0
! µ+µ� decays produce low-

pT muons. Since high-energy pp collisions produce many
low-pT pions, there are many possible ⇡+⇡� pairs per
collision that could result in a double misID of ⇡+⇡�

as µ+µ�. Furthermore, the decay-in-flight probability of
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information of the RICH detectors with all other LHCb
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decay ⌧ ! 3µ [62]. The muon kinematic requirements in
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will collect in Run 3, making it plausible that the low-
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though a proper treatment amounts to an O(1) correction to limits that cover several

orders of magnitude for the existing beam-dump results. The probability that a particle

with lifetime ⌧ decays within this fiducial region is given by

✏(⌧) = e�t̃0/⌧ � e�t̃1/⌧ . (2.23)

The values for t̃0 and t̃1 are obtained at each mass from the A0 limits ["min, "max] by solving

"2max✏[⌧A0("2max)] = "2min✏[⌧A0("2min)] , (2.24)

which arises from the fact that the upper limit on observed signal decays is independent

of decay time, i.e. the experimental upper limits placed on observed signal decays do not

depend on the decay time.

We provide here some simple heuristics that give nearly identical results to the more

involved approach described above, provided that the beam-dump experiment is sensitive

to the X model being considered at a given mass. For the upper edge of a long-lived A0

exclusion region, the A0 lifetime is much smaller than the minimum proper decay time

required to enter the beam-dump fiducial region. This means that the e�ciency is expo-

nentially suppressed (enhanced) for ⌧X < ⌧A0 (⌧X > ⌧A0), resulting in the upper edge of the

exclusion region for the X occurring at the gX value where

⌧X(gmax
X ) ⇡ ⌧A0("max) . (2.25)

The lower eddge of the A0 exclusion region is typically where the A0 lifetime is much larger

than the maximum proper decay time required to decay before exiting the fiducial region.

In this regime, the ratio of e�ciencies is just the ratio of the lifetimes, and the lower edge

of the X exclusion region occurs where

�XBX!F

⌧X

�

gmin
X

⇡


�A0BA0!F

⌧A0

�

"min

(2.26)

is satisfied. We do not use these heuristics to obtain the results presented in Sec. 3, though

they do give nearly identical results except near the high-mass edges of the beam-dump

exclusion regions, where the large-lifetime approximation is no longer valid at the lower

edges of the A0 exclusion regions.

3 Example Models

We now use the framework developed in the previous section to recast existing dark photon

searches to obtain constraints on the following models: a vector that couples to the B�L

current, a leptophobic B boson that couples directly to baryon number and to leptons via

B–� kinetic mixing, and on a vector that mediates a protophobic force [82]. The fermionic

couplings of each of these models are provided in Table 1. Using these couplings and the

results of Sec. 2.1—including the work in Appendix A—it is straightforward to obtain all

of the necessary �X/�A0 ratios, which are summarized in Tables 2 and 3. First, we will

recast the A0 searches assuming B(X ! ��̄) = 0 for each of these three models, followed

by recasting each of them under the assumption B(X ! ��̄) ⇡ 1. N.b., we do not consider

astrophysical constraints in either case.
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We reiterate that the approach developed here, specifically Eq. (2.17), can be used to

obtain �X!hadrons for any vector model at low mass, where all that is needed as input are

the couplings of the X to the u, d, and s quarks. Our approach reproduces �A0!hadrons by

construction when the model parameters are chosen to be those of the dark photon. While

our method invokes a few mild assumptions, this is unavoidable and we believe that the

approach developed here is the most robust method for determining the hadronic decay

rate of a low-mass vector boson.

2.3 E�ciency ratios

The ratio of detector e�ciencies for the X relative to the A0 is taken to be unity for invisible

searches. Searches for visible prompt A0 decays also have the same e�ciency for the X,

provided that ⌧X is smaller than the detector decay-time resolution. This is not the case

for all models; therefore, lifetime-dependent e�ciency e↵ects must be considered even in

prompt searches. All existing prompt A0 searches had ✏(⌧A0) ⇡ 1 which gives

✏(⌧X)

✏(⌧A0)
⇡ 1� e�t̃/⌧X , (2.20)

where t̃ denotes the largest proper decay time that an X boson could have and still satisfy

the prompt A0 search selection criteria. The experiment-dependent t̃ values are provided

in Appendix C.

The e�ciency ratios are more complicated in searches for long-lived bosons. The recent

LHCb search [30] for A0
! µ+µ� published not only the A0 exclusion regions, but also the

ratio, rulex, of the upper limit on the observed A0 yield relative to the expected number of

observed A0 decays at each [mA0 , "2]. For the A0, regions with rulex < 1 are excluded. This

facilitates recasting the results for each ⌧X = ⌧A0 , where the ratio of e�ciencies is again

unity. Regions with 
rulex(mA0 , "2)

�A0BA0!F
�XBX!F

�

⌧X=⌧A0

< 1 , (2.21)

are excluded for the X. We encourage future beam dump and displaced-vertex searches to

also publish results in this way (or similarly, rulex at each [mA0 , ⌧A0 ]), as it makes recasting

the results trivial. N.b., the LHCb sensitivity for some models extends to ⌧X values for

which LHCb does not report results, though these regions are easily handled as discussed

in Appendix C.5.

The published information for constraints placed on dark photons from beam-dump

experiments is not su�cient to rigorously recast the results for other models. In principle,

the Monte Carlo studies need to be redone, and the rulex values extracted for each [mA0 , "2]

as was done at LHCb [30]. That is beyond the scope of this project. Instead, we set

approximate limits by defining an e↵ective proper-time fiducial decay region of [t̃0, t̃1] for

each experiment, where t̃1 can be written in terms of the lengths of the decay volume, Ldec,

and shielding, Lsh, as

t̃1 = t̃0(1 + Ldec/Lsh) . (2.22)

This approach ignores the kinematical spread of the production momentum spectra and

the dependence of the e�ciency on the location of the decay within the decay volume,
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approximate upper edge

though a proper treatment amounts to an O(1) correction to limits that cover several

orders of magnitude for the existing beam-dump results. The probability that a particle

with lifetime ⌧ decays within this fiducial region is given by

✏(⌧) = e�t̃0/⌧ � e�t̃1/⌧ . (2.23)

The values for t̃0 and t̃1 are obtained at each mass from the A0 limits ["min, "max] by solving

"2max✏[⌧A0("2max)] = "2min✏[⌧A0("2min)] , (2.24)

which arises from the fact that the upper limit on observed signal decays is independent

of decay time, i.e. the experimental upper limits placed on observed signal decays do not

depend on the decay time.

We provide here some simple heuristics that give nearly identical results to the more

involved approach described above, provided that the beam-dump experiment is sensitive

to the X model being considered at a given mass. For the upper edge of a long-lived A0

exclusion region, the A0 lifetime is much smaller than the minimum proper decay time

required to enter the beam-dump fiducial region. This means that the e�ciency is expo-

nentially suppressed (enhanced) for ⌧X < ⌧A0 (⌧X > ⌧A0), resulting in the upper edge of the

exclusion region for the X occurring at the gX value where

⌧X(gmax
X ) ⇡ ⌧A0("max) . (2.25)

The lower eddge of the A0 exclusion region is typically where the A0 lifetime is much larger

than the maximum proper decay time required to decay before exiting the fiducial region.

In this regime, the ratio of e�ciencies is just the ratio of the lifetimes, and the lower edge

of the X exclusion region occurs where

�XBX!F

⌧X

�

gmin
X

⇡


�A0BA0!F

⌧A0

�

"min

(2.26)

is satisfied. We do not use these heuristics to obtain the results presented in Sec. 3, though

they do give nearly identical results except near the high-mass edges of the beam-dump

exclusion regions, where the large-lifetime approximation is no longer valid at the lower

edges of the A0 exclusion regions.

3 Example Models

We now use the framework developed in the previous section to recast existing dark photon

searches to obtain constraints on the following models: a vector that couples to the B�L

current, a leptophobic B boson that couples directly to baryon number and to leptons via

B–� kinetic mixing, and on a vector that mediates a protophobic force [82]. The fermionic

couplings of each of these models are provided in Table 1. Using these couplings and the

results of Sec. 2.1—including the work in Appendix A—it is straightforward to obtain all

of the necessary �X/�A0 ratios, which are summarized in Tables 2 and 3. First, we will

recast the A0 searches assuming B(X ! ��̄) = 0 for each of these three models, followed

by recasting each of them under the assumption B(X ! ��̄) ⇡ 1. N.b., we do not consider

astrophysical constraints in either case.
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tion angle bin) was obtained from the data by applying
the selection criteria described above and fitting the ex-
perimental distributions of “elasticity” and Mγγ for each
angular bin. The typical background in the event selec-
tion process was only a few percent of the real signal
events (see Fig. 2). However, the uncertainty of 1.6% in
the background extraction in this much upgraded exper-
iment still remained one of the largest contributions to
the total systematic uncertainty.
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FIG. 2: Typical distribution of reconstructed “elasticity” (left
panel) and Mγγ (right panel) for one angular bin.

The extraction of differential cross sections from the
experimental yields requires an accurate knowledge of the
total photon flux for each tagger energy bin, the number
of atoms in the target, the acceptance of the experimental
setup and the inefficiencies of the detectors. The uncer-
tainty reached in the photon flux measurement, as de-
scribed above, was at the level of 1% [17]. Different tech-
niques have been used to determine the number of atoms
in both targets with an uncertainty less than 0.1% [15].
The acceptance and detection efficiencies and their un-
certainties were calculated by a GEANT-based Monte
Carlo code that included accurate information about the
detector geometry and response of each detector element.
Other than accidental backgrounds, some physics pro-
cesses with an energetic π0 in the final state can poten-
tially contribute to the extracted yield. The ω photopro-
duction process through the ω → π0γ decay channel is
the dominant contribution to the background. The fit
of the experimental data, as described below, with the
subtracted physics background changes the extracted π0

decay width by 1.4% with an uncertainty of 0.25%.
The resulting experimental cross sections for 12C and

208Pb are shown in Figs. 3 and 4 along with the fit results
for individual contributions from the different π0 pro-
duction mechanisms. Two elementary amplitudes, the
Primakoff (one photon exchange), TPr, and the strong
(hadron exchange), TS , contribute coherently, as well as
incoherently in π0 photoproduction from nuclei at for-

ward angles. The cross section of this process can be ex-
pressed by four terms: Primakoff (Pr), nuclear coherent
(NC), interference between strong and Primakoff ampli-
tudes (Int), and nuclear incoherent (NI):

dσ

dΩ
= | TPr + eiϕTS |2 +

dσ
NI

dΩ

=
dσ

Pr

dΩ
+

dσ
NC

dΩ
+

dσ
Int

dΩ
+

dσ
NI

dΩ
,

where ϕ is the relative phase between the Primakoff and
the strong amplitudes. The Primakoff cross section is
proportional to the π0 decay width, the primary focus of
this experiment [9]:

dσ
Pr

dΩ
= Γ(π0 → γγ)

8αZ2

m3

β3E4

Q4
|FEM (Q)|2 sin2 θπ,

where Z is the atomic number; m, β, θπ are the mass,
velocity and production angle of the pion; E is the energy
of the incident photon; Q is the four-momentum transfer
to the nucleus; FEM (Q) is the nuclear electromagnetic
form factor, corrected for final state interactions (FSI)
of the outgoing pion. The FSI effects for the photopro-
duced pions, as well as the photon shadowing effect in nu-
clear matter, need to be accurately included in the cross
sections before extracting the Primakoff amplitude. To
achieve this, and to calculate the NC and NI cross sec-
tions, a full theoretical description based on the Glauber
method was developed, providing an accurate calculation
of these processes in both light and heavy nuclei [18, 19].
For the NI process, an independent method based on
the multi-collision intranuclear cascade model [20] was
also used to check the model dependence of the extracted
decay width. The uncertainty in the decay width from
model dependence and the parameters inside of the mod-
els was estimated to be 0.3%.
The Γ(π0 → γγ) decay width was extracted by fitting

the experimental results with the theoretical cross sec-
tions of the four processes mentioned above folded with
the angular resolutions (σθ

π0
= 0.6 mrad) and the mea-

sured energy spectrum of the incident photons. In the fit-
ting process, four parameters, Γ(π0 → γγ), CNC , CNI , ϕ,
were varied to calculate the magnitude of the Primakoff,
NC, NI cross sections and the phase angle, respec-
tively. Independent analyses of the experimental data
by two groups within the PrimEx collaboration yielded
the weighted averages of the extracted decay widths for
12C and 208Pb presented in Table I.
The extracted decay width combined for the two tar-

gets is Γ(π0 → γγ) = 7.82±0.14 (stat.)±0.17 (syst.) eV.
The quoted total systematic uncertainty (2.1%) is the
quadratic sum of all the estimated uncertainties in this
experiment. The systematic uncertainties were verified
by measuring the cross sections of the Compton scatter-
ing and the e+e− production processes. The extracted
cross sections for these well-known processes agree with
the theoretical predictions at the level of 1.5% and will
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tion angle bin) was obtained from the data by applying
the selection criteria described above and fitting the ex-
perimental distributions of “elasticity” and Mγγ for each
angular bin. The typical background in the event selec-
tion process was only a few percent of the real signal
events (see Fig. 2). However, the uncertainty of 1.6% in
the background extraction in this much upgraded exper-
iment still remained one of the largest contributions to
the total systematic uncertainty.

0

200

400

600

800

0.8 0.9 1 1.1 1.2

Elasticity (E               / E         )              

E
ve

n
ts

 /
 0

.0
0

5
  

  
  

  
  

  
  

  
  

  
  

 

σ = 1.8%

12C target

calorimeter tagger

0

100

200

300

400

500

600

100 110 120 130 140 150 160 170

Mγγ  (MeV)                            

E
ve

n
ts

 /
 0

.5
M

e
V

  
  

  
  

  
  

  
  

  
  

  
 

σ = 2.3 MeV

12C target

FIG. 2: Typical distribution of reconstructed “elasticity” (left
panel) and Mγγ (right panel) for one angular bin.

The extraction of differential cross sections from the
experimental yields requires an accurate knowledge of the
total photon flux for each tagger energy bin, the number
of atoms in the target, the acceptance of the experimental
setup and the inefficiencies of the detectors. The uncer-
tainty reached in the photon flux measurement, as de-
scribed above, was at the level of 1% [17]. Different tech-
niques have been used to determine the number of atoms
in both targets with an uncertainty less than 0.1% [15].
The acceptance and detection efficiencies and their un-
certainties were calculated by a GEANT-based Monte
Carlo code that included accurate information about the
detector geometry and response of each detector element.
Other than accidental backgrounds, some physics pro-
cesses with an energetic π0 in the final state can poten-
tially contribute to the extracted yield. The ω photopro-
duction process through the ω → π0γ decay channel is
the dominant contribution to the background. The fit
of the experimental data, as described below, with the
subtracted physics background changes the extracted π0

decay width by 1.4% with an uncertainty of 0.25%.
The resulting experimental cross sections for 12C and

208Pb are shown in Figs. 3 and 4 along with the fit results
for individual contributions from the different π0 pro-
duction mechanisms. Two elementary amplitudes, the
Primakoff (one photon exchange), TPr, and the strong
(hadron exchange), TS , contribute coherently, as well as
incoherently in π0 photoproduction from nuclei at for-

ward angles. The cross section of this process can be ex-
pressed by four terms: Primakoff (Pr), nuclear coherent
(NC), interference between strong and Primakoff ampli-
tudes (Int), and nuclear incoherent (NI):

dσ

dΩ
= | TPr + eiϕTS |2 +

dσ
NI

dΩ

=
dσ

Pr

dΩ
+

dσ
NC

dΩ
+

dσ
Int

dΩ
+

dσ
NI

dΩ
,

where ϕ is the relative phase between the Primakoff and
the strong amplitudes. The Primakoff cross section is
proportional to the π0 decay width, the primary focus of
this experiment [9]:

dσ
Pr

dΩ
= Γ(π0 → γγ)

8αZ2

m3

β3E4

Q4
|FEM (Q)|2 sin2 θπ,

where Z is the atomic number; m, β, θπ are the mass,
velocity and production angle of the pion; E is the energy
of the incident photon; Q is the four-momentum transfer
to the nucleus; FEM (Q) is the nuclear electromagnetic
form factor, corrected for final state interactions (FSI)
of the outgoing pion. The FSI effects for the photopro-
duced pions, as well as the photon shadowing effect in nu-
clear matter, need to be accurately included in the cross
sections before extracting the Primakoff amplitude. To
achieve this, and to calculate the NC and NI cross sec-
tions, a full theoretical description based on the Glauber
method was developed, providing an accurate calculation
of these processes in both light and heavy nuclei [18, 19].
For the NI process, an independent method based on
the multi-collision intranuclear cascade model [20] was
also used to check the model dependence of the extracted
decay width. The uncertainty in the decay width from
model dependence and the parameters inside of the mod-
els was estimated to be 0.3%.
The Γ(π0 → γγ) decay width was extracted by fitting

the experimental results with the theoretical cross sec-
tions of the four processes mentioned above folded with
the angular resolutions (σθ

π0
= 0.6 mrad) and the mea-

sured energy spectrum of the incident photons. In the fit-
ting process, four parameters, Γ(π0 → γγ), CNC , CNI , ϕ,
were varied to calculate the magnitude of the Primakoff,
NC, NI cross sections and the phase angle, respec-
tively. Independent analyses of the experimental data
by two groups within the PrimEx collaboration yielded
the weighted averages of the extracted decay widths for
12C and 208Pb presented in Table I.
The extracted decay width combined for the two tar-

gets is Γ(π0 → γγ) = 7.82±0.14 (stat.)±0.17 (syst.) eV.
The quoted total systematic uncertainty (2.1%) is the
quadratic sum of all the estimated uncertainties in this
experiment. The systematic uncertainties were verified
by measuring the cross sections of the Compton scatter-
ing and the e+e− production processes. The extracted
cross sections for these well-known processes agree with
the theoretical predictions at the level of 1.5% and will
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tion angle bin) was obtained from the data by applying
the selection criteria described above and fitting the ex-
perimental distributions of “elasticity” and Mγγ for each
angular bin. The typical background in the event selec-
tion process was only a few percent of the real signal
events (see Fig. 2). However, the uncertainty of 1.6% in
the background extraction in this much upgraded exper-
iment still remained one of the largest contributions to
the total systematic uncertainty.
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FIG. 2: Typical distribution of reconstructed “elasticity” (left
panel) and Mγγ (right panel) for one angular bin.

The extraction of differential cross sections from the
experimental yields requires an accurate knowledge of the
total photon flux for each tagger energy bin, the number
of atoms in the target, the acceptance of the experimental
setup and the inefficiencies of the detectors. The uncer-
tainty reached in the photon flux measurement, as de-
scribed above, was at the level of 1% [17]. Different tech-
niques have been used to determine the number of atoms
in both targets with an uncertainty less than 0.1% [15].
The acceptance and detection efficiencies and their un-
certainties were calculated by a GEANT-based Monte
Carlo code that included accurate information about the
detector geometry and response of each detector element.
Other than accidental backgrounds, some physics pro-
cesses with an energetic π0 in the final state can poten-
tially contribute to the extracted yield. The ω photopro-
duction process through the ω → π0γ decay channel is
the dominant contribution to the background. The fit
of the experimental data, as described below, with the
subtracted physics background changes the extracted π0

decay width by 1.4% with an uncertainty of 0.25%.
The resulting experimental cross sections for 12C and

208Pb are shown in Figs. 3 and 4 along with the fit results
for individual contributions from the different π0 pro-
duction mechanisms. Two elementary amplitudes, the
Primakoff (one photon exchange), TPr, and the strong
(hadron exchange), TS , contribute coherently, as well as
incoherently in π0 photoproduction from nuclei at for-

ward angles. The cross section of this process can be ex-
pressed by four terms: Primakoff (Pr), nuclear coherent
(NC), interference between strong and Primakoff ampli-
tudes (Int), and nuclear incoherent (NI):
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where ϕ is the relative phase between the Primakoff and
the strong amplitudes. The Primakoff cross section is
proportional to the π0 decay width, the primary focus of
this experiment [9]:
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= Γ(π0 → γγ)
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where Z is the atomic number; m, β, θπ are the mass,
velocity and production angle of the pion; E is the energy
of the incident photon; Q is the four-momentum transfer
to the nucleus; FEM (Q) is the nuclear electromagnetic
form factor, corrected for final state interactions (FSI)
of the outgoing pion. The FSI effects for the photopro-
duced pions, as well as the photon shadowing effect in nu-
clear matter, need to be accurately included in the cross
sections before extracting the Primakoff amplitude. To
achieve this, and to calculate the NC and NI cross sec-
tions, a full theoretical description based on the Glauber
method was developed, providing an accurate calculation
of these processes in both light and heavy nuclei [18, 19].
For the NI process, an independent method based on
the multi-collision intranuclear cascade model [20] was
also used to check the model dependence of the extracted
decay width. The uncertainty in the decay width from
model dependence and the parameters inside of the mod-
els was estimated to be 0.3%.
The Γ(π0 → γγ) decay width was extracted by fitting

the experimental results with the theoretical cross sec-
tions of the four processes mentioned above folded with
the angular resolutions (σθ

π0
= 0.6 mrad) and the mea-

sured energy spectrum of the incident photons. In the fit-
ting process, four parameters, Γ(π0 → γγ), CNC , CNI , ϕ,
were varied to calculate the magnitude of the Primakoff,
NC, NI cross sections and the phase angle, respec-
tively. Independent analyses of the experimental data
by two groups within the PrimEx collaboration yielded
the weighted averages of the extracted decay widths for
12C and 208Pb presented in Table I.
The extracted decay width combined for the two tar-

gets is Γ(π0 → γγ) = 7.82±0.14 (stat.)±0.17 (syst.) eV.
The quoted total systematic uncertainty (2.1%) is the
quadratic sum of all the estimated uncertainties in this
experiment. The systematic uncertainties were verified
by measuring the cross sections of the Compton scatter-
ing and the e+e− production processes. The extracted
cross sections for these well-known processes agree with
the theoretical predictions at the level of 1.5% and will
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