
Operations GSI – ALICE T2
Plans GSI – ALICE Analysis Facility

Operations KIT/FZK
Summary

Operations and plans – German sites
ALICE T1T2 Meeting 2019 Bucharest
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Monitoring of ALICE T2 job metrics
New mechanism for GSI-outbound network traffic of ALICE jobs

AliEn Scraper – Motivation

Problem: ALICE T2 job performance metrics are not obvious
for site operators. MonaLisa offers limited information. The
raw data for more sophisticated metrics, however, is present in
AliEn.
Solution: A python script scraping the AliEn database and
writing the relevant data into a local database

Low-level aggregation already taking place in the MariaDB
database for faster read access
Plotting of the time series data is done further downstream by
a Grafana instance
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AliEn Scraper – Block Diagram
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AliEn Scraper – Job Categorization (1)

Low-level metrics for each JobID:
ds :=# of times a job goes into a good final state at our site
fs :=# of times a job goes into an error final state at our site
do :=# of times a job goes into a good final state elsewhere
fo :=# of times a job goes into an error final state elsewhere
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AliEn Scraper – Job Categorization (2)

These low-level metrics can be used to derive high-level metrics
(KPIs)
(0: 0 times, 1: ≥ 1 times)

cat ds fs do fo description
0 0 0 0 0 Didn’t finish (yet)
1 0 0 0 1 Failed elsewhere
2 0 0 1 0 Succeeded elsewhere
3 0 0 1 1 Failed and succeeded elsewhere
4 0 1 0 0 Failed here
5 0 1 0 1 Failed generally
6 0 1 1 0 Failed here, succeeded elsewhere
7 0 1 1 1 Failed generally, succeeded elsewhere
8 1 0 0 0 Succeeded here
9 1 0 0 1 Failed elsewhere, succeeded here
10 1 0 1 0 Succeeded here and elsewhere
11 1 0 1 1 Failed elsewhere, succeeded generally
12 1 1 0 0 Failed and succeeded here
13 1 1 0 1 Failed generally, succeeded here
14 1 1 1 0 Failed here, succeeded generally
15 1 1 1 1 Failed and succeeded generally
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Scraper git Repository

https://git.gsi.de/dc/common/AliEn-scraper
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Previous situation / Motivation

2 xrootd proxy servers, sharing a hostname with 2 A records
High CPU+Memory usage
Suspected cause of failing jobs due to failing TCP connections

Failure behaviour: 50% failed requests per failing server
CERN had to provide a rewrite mechanism for GSI-outbound
requests

Some GSI-internal requests were incorrectly rewritten as well
Some GSI-outbound requests incorrectly lacked rewriting
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Sören Fleischer et al 19 / 45



Operations GSI – ALICE T2
Plans GSI – ALICE Analysis Facility

Operations KIT/FZK
Summary

Monitoring of ALICE T2 job metrics
New mechanism for GSI-outbound network traffic of ALICE jobs
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Solution

TL;DR:
+iptables +iproute2 +keepalived

-xrootd
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Monitoring of ALICE T2 job metrics
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Solution – Longer version (1)

On the Worker Nodes...
We mark all packets produced by the users for ALICE grid
jobs
# iptables -A OUTPUT -t mangle -p tcp -m owner
--uid-owner 3343 -j MARK --set-mark 1

Also, we create a custom routing table
# cat /etc/iproute2/rt_tables

255 local
254 main
253 default
0 unspec
201 alinat
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Monitoring of ALICE T2 job metrics
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Solution – Longer version (2)

On the Worker Nodes...
The new routing table is filled with routes to GSI-internal
networks and the default route being our proxy server
# ip r show table alinat
default via 10.20.3.227 dev ib0
...
140.181.2.0/24 via 10.20.0.1 dev ib0
140.181.60.0/24 via 10.20.0.1 dev ib0

Finally, we assign our marked packets to the new routing
table:
# ip rule add fwmark 1 table alinat
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Solution – Longer version (3)

On the Proxy/NAT machine...
We enable /proc/sys/net/ipv4/ip forward,
and forwarding from the infiniband network to the ethernet
network
The packets leaving through the ethernet network are NATted
using MASQUERADE so that the packets seem to originate from
the NAT machine. The actual source of the packets (private
IP) is masked.
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Fault Tolerance

keepalived
Allows to have multiple servers being in a group
Each server gets an operator-assigned priority
In an Active/Standby configuration, exactly one of the servers
in the group is the master
The master status gets elected by the keepalive daemons
according to their priorities
The self-proclaimed master announces that he is now in
possession of the virtual IP assigned to the group
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Result

Negligible CPU+Memory usage, high performance, lightweight
Redundancy of 5 (The NAT functionality fails only if both
proxy servers and all 3 data servers are down)
Completely transparent

Rewrite mechanism no longer needed
Minor issues were solved quickly as they appeared

Forgot a route to a specific internal network
Forgot to use custom routing table for local ALICE users.
Solved by marking packets of users with primary group ALICE.
Some WNs “lost” their routing table on reboot because
systemd solved a cyclic dependency by not starting ferm
Some WNs tried to start our unit file before the network was
up. Race condition solved by adding
After=network-online.target
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R&D for an ALICE Analysis Facility
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xrootd Local Redirect Plugin
xrootd Symlink Plugin
Redundant xrootd redirectors

Local Redirect Plugin: Deployment

Needed for use in ALICE T2:
Migration to xrootd client 4.8
Resolve remaining issues with TjAliEnFile etc
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Redundant xrootd redirectors
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Sören Fleischer et al 40 / 45



!1

GridKa CPU Resources

- Support all 4 major 
LHC collaborations 

- 2nd larges pledge for 
ALICE at 22.65% 

- ALICE usage oscillates, 
but close to pledge 
(20%-24%)

Cluster Usage 2018

Batch System Status
- Stable operation with  

ARC-CE+HTCondor for all VOs 
- Ongoing work on fair balancing 

of Multi-/Single-Core jobs 
- Could not match resources to  

pledge due to legal issues!

Pledged

Used



Jobs at GridKa
(last 6 months)

maximum: 7073 
average: 5650

New ALIEN 
ARC Submit

General Remarks: 
- Overall ALICE jobs work very well 
- Temporary low job numbers take much  

time to reclaim slots from other VOs 
- Very happy with flexibility of 2 VO Boxes 

(will need this more in the future)

Thanks to Maarten!



XRootD usage@GridKa
- Early addition of 2019 pledge extension in Nov. 2018 
- Additional servers to provide stable throughput

SE capacity 
extended to 
2019 Pledge



GridKa: General Topics
- Batch System Resource Growth 

- Procurement for 2019 pledges aborted due to third party legal issues 
- New procurement underway 
- Resources will be made available ASAP 

- Batch System Update 
- Migrating entire cluster from SL6 to SL7 
- Roll out of IPv6 and Singularity 
- Internal testing done, starting migration middle of May 

- Storage Services Status 
- Very happy with XRootD on shared GPFS 
- Transparently scaled up File System and added new Servers 
- Ongoing work to improve Tape backend performance
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UF: IDS “Arhuaco”

PhD thesis of Andres Gomez
Intrusion Prevention and Detection
Deep Learning
Grid Computing
Accuracy > 99%
False positive rate < 0.07%

Sören Fleischer et al 43 / 45



Operations GSI – ALICE T2
Plans GSI – ALICE Analysis Facility

Operations KIT/FZK
Summary

GSI+FZK Contribution 2018
UF: IDS “Arhuaco”
Current challenges / Outlook

Current challenges / Outlook

Fulfilling the ALICE pledges for 2020
Improving our logging, monitoring, and controlling
infrastructure
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EOF

Thank you for your attention
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GSI+FZK Contribution 2018
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Current challenges / Outlook

ALICE Grid

ALICE sites are distributed worldwide
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Sören Fleischer et al 45 / 45



Operations GSI – ALICE T2
Plans GSI – ALICE Analysis Facility

Operations KIT/FZK
Summary

GSI+FZK Contribution 2018
UF: IDS “Arhuaco”
Current challenges / Outlook

ALICE Tier 2 Center at GSI

ALICE Central Services Remote ALICE grid centers

vobox

Computing Cluster

Storage Element

announces
capabilities

and requests
jobs from

performs matching
between

the sites' capabilities
and the

jobs' requirements

sends Job Agents to
the queue of the

re
q

u
e
st

s 
th

e
 a

ct
u
a
l 
jo

b
 f

ro
m

se
n
d

s 
JD

L 
fi
le

 t
o

read from
and

write to

read from
and write to

read from and
write to  

Lustre Filesystem

ALICE T2 center at GSI

mounts mounts mounts

lxalird1 lxalird2

is a DNS A record with IPs of

lxalird

knows

lxalise1 lxalise2 lxalise4

NAT lxaliproxy3lxaliproxy2

Double-J Design, http://www.doublejdesign.co.uk, CC Attribution 4.0 Oxygen Team, GNU LGPL

Logical Cores:
approx 32000

ALICE T2:
23000 HEP-SPEC06

2000 concurrent jobs

Total:
approx 14 PiB

 
ALICE T2:
2900 TiB
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Redundant xrootd redirectors: Motivation

Problem: Our xrootd redirector was a single point of failure.
Solution: Introduce second xrootd redirector

Both xrootd redirectors are opaque, with own hostname and
IP, but both share the same A record lxalird.gsi.de
xrootd clients are capable of dealing with a DNS response with
multiple IP addresses
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is a DNS A record with IPs of

$ nslookup lxalird.gsi.de

Server:		127.0.1.1

Address:	127.0.1.1#53

Non-authoritative answer:

Name:	lxalird.gsi.de

Address: 140.181.2.29

Name:	lxalird.gsi.de

Address: 140.181.2.27
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