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RO-07 overview

◦ RO-07-NIPNE part of RO-LCG Federation – member in WLCG 
collaboration

◦ Computing resources dedicated to 3 LHC VOs: ALICE, ATLAS, 
LHCb

◦ Storage resources dedicated to 3 LHC VOs: ALICE, ATLAS, 
LHCb(EOS+DPM)

◦ 3 different resource managers: PBS/Torque+Maui, 
SLURM,HTCondor

◦ Single core and multicore queue (8core)
◦ Upgrades using Ansible
◦ Top-BDII, VOBOX and VOMS (eli-np.eu,ronbio,etc)
◦ DPM storage used for Romanian ATLAS diskless sites
◦ 40Gbps uplink network
◦ 2 location: “computing room” and “storage room” with 100Gbps link

interconnectivity
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DC1->

APC InRow Chilled Water 
Cooling
160KVA UPS
Around 4300 CPU
Blade + ”pizza boxes”
8,12, 16, 20, 32 cores/server

RO-07 overview
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DC2->

4x80KVA UPS Emerson
8 DPM-Disk servers 
1 EOS (FTS) server
2,6PB total capacity
2,2PB used capacity

RO-07 overview
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IFIN-HH Network

100Gbps uplink PoP – NOC-
Bucuresti
30Gbps link IFIN-HH(WLCG) -
PoP
1Gbps back-up uplink
Network bandwidth(100/1Gbps) 
shared between grid sites and
users network
Integrated in LHCONE network
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IFIN-HH Network

IFIN-HH WLCG 
Uplink traffic
yesterday

IFIN-HH WLCG 
Uplink traffic last
month

30Gbps uplink
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RO-07 External Network

40Gbps uplink

RO-07 traffic
yesterday

RO-07 traffic last
month

8



RO-07 Internal Network
• 100Gbps link between the “storage room” and

“computing room”
• All the storage machines have 10Gbps connectivity
• Traffic peeks over 40Gbps
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RO-07 Monitoring
• Check-mk +nagios
• More then 150 hosts
• Around 3500 services
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RO-07 Monitoring
RO-07 servers
& switches
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RO-07 Alice
VOBOX + CREAM-CE on SL6 ~500 slots
New VOBOX on CentOS7 installed
EOS + 1 FST ~400TB
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RO-07 Alice

Storage usage

Storage avail.
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RO-07 Alice

External traffic
yesterday

External traffic
last month
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RO-07 Alice

Internal traffic
last day

Internal traffic
last month



• DPM spacetokens deployed dedicated to ATLAS used
also by the other romanian ATLAS sites (diskless)

• Running single core and multicore jobs: 1 CREAM-CE + 
1 ARC-CE+SLURM + 1 ARC-CE+HTCondor+Docker

RO-07 Atlas
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RO-07 Atlas

CPU consumption last 12 months Wall Clock consumption last 12 months
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RO-07 Atlas

Data processed in the
last 12 months

Data produced in the last
12 months
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RO-07 LHCb

• CREAM-CE  PBS+MAUI around 500 cores
• T2D LHCb site
• DPM spacetoken 400TB (162TB)
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RO-07 LHCb

Running jobs over the last year

Finished jobs over the last year



Network
• Upgrade  IFIN-HH back-up connection to 10Gbps 
• Increase the bandwidth from 30Gbps to 60Gbps 
• Migrate to dual stack IPv4/IPv6

Alice
• Upgrade to 600 cores and 600TB
• Migration from CREAM-CE to ARC-CE
• Upgrade EOS version
• WNs to be migrate to CentOS7 

Future plans
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Atlas
• Upgrade with 128 cores and 400TB
• On-going migration to CentOS7 (by June)
• Decommissioning CREAM-CE (by June)

Atlas+LHCb
• On-going migration to DPM+DOME (by June)

DataCenter
• Next year to move slowly to the new DataCenter
• 300sqm, 1MW electrical power

Future plans
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Future plans
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Future plans
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Thank you!
Any question?
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