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CERN IT / Batch Service
• Currently running two production HTCondor

pools:
• Shared pool (195K cores)

• T0 pool (30K cores)

• Control plane mainly CentOS7
• 2 HA Central Managers per pool

• 25 Schedds (shared),  3 schedds (T0)

• Worker nodes running SLC6 (95%) & CC7 (5%)
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Monitoring targets

• Is HTCondor running smoothly?

• Startds, schedds, central managers…Service

• Are the nodes in the pool healthy?

• Virtual machines & physical nodesNodes

• Is the underlying infra working fine?

• Mainly OpenStackInfrastructure
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Monitoring ecosystem
Provided by CERN 

MONIT

• Collectd

• Flume

• Kafka

• InfluxDB

• ElasticSearch

• Grafana / Kibana

Run internally by the 
Batch Service

• Fifemon

• Graphite

• Condor Probes

• Filebeat / Logstash

• Prototypes
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http://monit.web.cern.ch/monit/
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Infrastructure monitoring
• Worker nodes run on OpenStack, critical component in our 

pools

• Virtual machines scattered across 50 projects with rather 
homogeneous setup
• VM provisioning is automated via a nightly job

• Some configuration bits adding noise:
• Neutron vs nova-network projects

• Software bugs, mainly: kernel, qemu-kvm, libvirtd

• Cloud operations impacting VM availability:
• Replace hard disk, motherboards, opportunistic resources, etc.
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Infrastructure monitoring (II)

• Questions to answer at this stage:
• Are production machines going to error state?

• Is our automated provisioner successfully 
creating new nodes?

• Is there any cloud intervention affecting our 
resources? When and how?

• Actions required on both sides
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Infrastructure monitoring (III)
• OpenStack metrics collected by Cloud team and 

stored in CERN MONIT infra:
• VMs per project and their states

• Consumed by us via Grafana

• Alarms defined in Grafana to spot errors

• Cloud team publishes interventions in a 
programmatic way via a message bus:
• We listen and take actions automatically

• Automation in progress
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Node monitoring
• This layer covers the internal resources of every node in the infrastructure:

• What we want to spot here:

• Storage not accessible, nodes running out of space, resource usage, 

known bugs.

• Impact of new config changes, software releases, etc.
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Node monitoring
• Base monitoring provided by CERN IT:

• Collectd + Apache Flume for common node resources: cpu, 
load, disk, heartbeat, etc. (InfluxDB)

• Rsyslog + Apache Flume. Shipped to ElasticSearch

• Extended by us:
• CVMFS plugin for collectd: https://github.com/cvmfs/collectd-

cvmfs

• Log based metrics (collectd tail) for EOS logs (WIP)

• Process monitoring: nscd, mounts,…

• Not collectd based (yet): cgroup monitoring
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https://github.com/cvmfs/collectd-cvmfs


Node monitoring: cgroups
• Prototype: CGroups 

Simple (CGS)

• Fine-grained cgroup 
metrics to be exposed 
to users in the future

• Photographers, 
transformers & writers

• Standalone, evaluating 
transforming it into 
collectd plugin
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https://gitlab.cern.ch/batch-team/cgs


Node monitoring: heartbeat
• Simple but interesting metric: collectd plugin + external processor

• Given its design and our scale it’s a good indicator of how smoothly 
things are running
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Node monitoring: alarms

• Alarms:

• Collectd: threshold plugin (local to the machine)

• Grafana alerts for aggregated metrics

• Actuators for collectd alarms:

• Based on MONIT collectd plugin.

• Space cleanup, fix known issues, etc.
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https://collectd.org/documentation/manpages/collectd-threshold.5.shtml
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HTCondor monitoring: global
• At this level, we want to make sure that:

• Condor is healthy, users can submit jobs, we’re not hitting 
scaling issues,…

• Based on: http://fifemon.github.io/

• Graphite backend
• Metrics namespaced per pool (shared and T0)

• 90Gb of data after 2 years

• Fifemon probes running every 4 minutes
• Extended with CERN pool specific metrics
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http://fifemon.github.io/


12/12/2018 https://indico.cern.ch/event/778660/ 21



HTCondor monitoring: pieces
• Central managers:

• Negotiation cycles, collector stats…

• Schedd:
• Transfers & DutyCycle

• Basic Grafana alerts for DaemonDutyCycle

• Startd Healthchecks:
• Startd crons: cvmfs, afs, pool space and other known issues.

• Start expression depends on node health.

• Considering linking healthchecks to collectd metrics / alarms.
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HTCondor monitoring: ongoing
• Started sending EventLog to ElasticSearch

• Based as well on Kevin’s configuration

• Local filebeat prospector

• Internal logstash instance for indexing running on Kubernetes

• Shipped to MONIT infrastructure logs endpoint

• Future:
• Consume from MONIT Kafka topic and produce new derived 

metrics

• Combine with cgroups and provide a full picture to users about 
their jobs.
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Automation
• We don’t want to waste our time babysitting 

20K nodes…

• Working on prototypes to automate 
operations:

• Draining actions (based on health checks, 
cloud interventions)

• Self-healing infrastructure: take decisions 
based on alarms.

• Preventive operations: continuously drain 10% 
to deploy new kernel in the worker nodes.

• Keeping an eye on existing tools and 
technologies:

• consul, kafka, spark, etcd, kraken, vitrage, 
alertmanager

• Open to ideas and projects… 
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https://github.com/hpc/kraken
https://wiki.openstack.org/wiki/Vitrage



