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Motivations

precision tests of the SM, with focus on MW and sin²θeff  determination

    • ptW and ptZ are fundamental auxiliary observables to determine ptlep and MT →  MW
    • AFB(Mll) is the observable under scrutiny to extract sin²θeff  

we need to include in a systematic way leading and subleading corrections to these observables

the residual uncertainties propagate as systematic errors to MW and sin²θeff    
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Developments in the study of ptZ, ptW and ptW/ptZ distributions
Fast progress in the understanding of these distributions

jump in the theoretical precision with new results available with N3LL+NNLO QCD accuracy
→ RadISH
possibility to perform fast simulations of ptV with NLO QCD accuracy on the spectrum
→ DYTurbo
update to N3LL of the ResBos implementation of CSS resummation
→ ResBos2
new studies on the correlations between W and Z uncertainties
→ Geneva

The QCD codes under study can handle some, but not all, classes of subleading effects
“subleading” effects ≡ effects with an impact at the 1% level on the shape of ptV distribution

→ quark mass corrections (matrix elements, kinematics)
→ QED corrections,                                                                    these effects distinguish W from Z
→ flavour dependent initial state non-perturbative corrections
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Developments in the study of ptZ, ptW and ptW/ptZ distributions

LHC EW Precision sub-group meeting, November 14, 2018
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• W uncertainties similar to the Z case 

• Study of correlation of the uncertainty necessary 

• NNLO+N3LL for W ongoing

LHC EW Precision sub-group meeting, November 14, 2018

Results for the !* distribution [Bizon, Chen et al. 1805.05916]
[data from ATLAS 1512.02192]
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• Similar conclusion for !* 
observable 

LHC EW Precision sub-group meeting, November 14, 2018

Resummation and matching uncertainties [Bizon, Chen et al. 1805.05916]
[data from ATLAS 1512.02192]
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• Matching uncertainties at the sub 
percent level

• Predictions stable wrt variation of 
central value of the resummation 
scale

ptZ ptW
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Developments in the study of ptZ, ptW and ptW/ptZ distributions

LHC EW Precision sub-group meeting, November 14, 2018

Resummation and matching uncertainties [Bizon, Chen et al. 1805.05916]
[data from ATLAS 1512.02192]
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• Matching uncertainties at the sub 
percent level

• Predictions stable wrt variation of 
central value of the resummation 
scale

LHC EW Precision sub-group meeting, November 14, 2018

Resummation and matching uncertainties [Bizon, Chen et al. 1805.05916]
[data from ATLAS 1512.02192]
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• Matching uncertainties at the sub 
percent level

• Predictions stable wrt variation of 
central value of the resummation 
scale

The comparison of different matching schemes provides 
information complementary to QCD scale variations
and a more conservative uncertainty estimate
in the transition region  10 < ptV < 40 GeV

ptZ
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Developments in the study of ptZ, ptW and ptW/ptZ distributions

Stefano Camarda 8

Benchmark results

Small di#erences between FEWZ and the other predictions are expected due to phase space 
with p

T
l symmetric cuts, and di#erent subtraction scheme

DYTurbo predictions are benchmarked with DYRes at NNLL, and with 
other programs at NNLO

Stefano Camarda 10

Example calculation

Example calculation for Z p
T
 

spectrum at 13 TeV 

No cuts on the leptons

Full rapidity range

100 p
T
 bins

20 parallel threads

Time required RES CT V+jet

NLO+NLL 6 s 0.2 s 4 min

NNLO+NNLL 10 s 0.7 s 3.4 h

The most demanding calculation is V+jet 

# can use APPLgrid/FASTnlo for this term

Renewed implementation of DYRes
with substantial performance improvement
→
it allows to perform fits and precision studies
(CPU demanding)



Developments in the study of ptZ, ptW and ptW/ptZ distributions
AMi`Q/m+iBQM

JQiBp�iBQM
_2b"Qbk, S?vbB+b AKT`Qp2K2Mib

h`�Mbp2`b2 JQK2MimK _�iBQ

CX Ab��+bQM _2b"Qbk R9 f Re 62`KBH�#

Increase  to N3LL of the logarithmic accuracy in ResBos in the CSS approach



ptZ and ptW/ptZ benchmarking and comparisons
Motivation:

provide best predictions for these two distributions
assess the overall residual theoretical uncertainty

Available QCD predictions can be divided in two groups: 

all orders analytical resummation of log(ptV/MV) enhanced terms
       RadISH  { N3LL  (small ptV) + NNLO (large ptV) QCD }
       DyRes/DYTurbo, ResBos2, Geneva  {  NNLL + NLO QCD }

MC simulation of QCD radiation effects, matching  exact matrix elements and Parton Shower
       POWHEG, Sherpa,  (aMC@NLO ?)    { NLL + LO QCD }
       DYNNLOPS?, Sherpa-UN2LOPS        { NLL + NLO QCD }

First phase of comparison (current):
codes implementing analytical resummation of log(ptV/MV) enhanced term

Second phase of comparison (future):
discuss how the predictions of analytical codes can “guide” the implementation of MC event generators

Prepare the ground to include in a systematic way leading and subleading corrections



Channel-dependent effects

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT, pTl, pTn distributions

➡ pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT, pTl, pTn  
distributions for 30 different values of MW

➡  templates

• perform the template fit procedure and compute 
the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

Impact on the determination of MW

NLL+LO QCD analysis obtained through a modified version of the 

DYRes code [Catani, deFlorian, Ferrera, Grazzini (2015)]


Statistical uncertainty: 2.5 MeV 

Bacchetta, Bozzi, Radici, Ritzmann, Signori  
(arXiv:1807.02101, accepted by PLB)
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FIG. 5: Shifts induced on mW by the choice of di↵erent PDF sets, obtained through a template-fit performed on the
transverse mass mT (left) and the lepton pT (right) observables (figure from Ref. [39]).

In order to estimate the impact of the flavour dependence, it is necessary to first identify the “Z-equivalent”
sets of parameters, i.e., those sets in agreement with the Z transverse momentum distribution measured at hadron
colliders. To this extent:

• a single flavour-independent (i.e., using a version of Eq. (6) without a-dependence) qT -spectrum for the Z
boson is produced based on the parameters presented in Ref. [22];

• each bin of this flavour-independent spectrum is assigned an uncertainty equal to the one quoted by the CDF

and ATLAS experiments;

• several flavour-dependent sets for ga in Eq. (6) are generated randomly within a variation range consistent
with the information obtained in previous TMD fits (in particular, taking into account the estimate for the
flavour-independent contribution to the non-perturbative part of the evolution obtained in Ref. [22]);

• a flavour-dependent set is defined “Z-equivalent” if the associated qT spectrum for the Z has a ��2
 1 with

respect to one generated by the flavour-independent set.

The flavour-dependent sets for CDF and ATLAS who pass this filter are treated as the pseudodata of the template-fit
procedure, while the flavour-independent one is used for the generation of the templates at high statistics. The
number of events corresponds to 135M for the pseudodata and 750M for the templates. Only 9 sets out of the 30
ones which are “Z-equivalent” both with respect to CDF and ATLAS uncertainties have been investigated. The values
of the flavour-dependent parameters for each set are given in Tab. II. A summary of the shifts obtained through
this procedure is given in Tab. III.

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27
6 0.40 0.52 0.46 0.54 0.21
7 0.22 0.21 0.40 0.46 0.49
8 0.53 0.31 0.59 0.54 0.33
9 0.46 0.46 0.58 0.40 0.28

TABLE II: Values of the gaNP parameter in Eq. 6 for the flavours a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

The statistical uncertainty of the template-fit procedure has been estimated by considering statistically equivalent
those templates for which ��2 = �2

��2
min  1. Overall, the quoted statistical uncertainty on the results in Tab. III

is ±2.5 MeV.
Being the transverse mass mildly sensitive to the modeling of the W± transverse momentum, the corresponding

shifts are compatible with zero considering the statistical uncertainty of the template-fit procedure. On the contrary,

1

�MW+ �MW�

Set mT pT ` pT⌫ mT pT ` pT⌫

1 0 -1 -2 -2 3 -3

2 0 -6 0 -2 0 -5

3 -1 9 0 -2 4 -10

4 0 0 -2 -2 -4 -10

5 0 4 1 -1 -3 -6

6 1 0 2 -1 4 -4

7 2 -1 2 -1 0 -8

8 0 2 8 1 7 8

9 0 4 -3 -1 0 7

TABLE I: ATLAS 7 TeV

�MW+ �MW�

Set mT pT ` pT⌫ mT pT ` pT⌫

1 0 -1 -2 -2 3 -3

2 0 -6 0 -2 0 -5

3 -1 9 0 -2 4 -10

4 0 0 -2 -2 -4 -10

5 0 4 1 -1 -3 -6

6 1 0 2 -1 4 -4

7 2 -1 2 -1 0 -8

8 0 2 8 1 7 8

9 0 4 -3 -1 0 7

TABLE II: LHCb 13 TeV

Preliminary

1

�MW+ �MW�

Set mT pT ` pT⌫ mT pT ` pT⌫

1 0 -1 -2 -2 3 -3

2 0 -6 0 -2 0 -5

3 -1 9 0 -2 -4 -10

4 0 0 -2 -2 -4 -10

5 0 4 1 -1 -3 -6

6 1 0 2 -1 4 -4

7 2 -1 2 -1 0 -8

8 0 2 8 1 7 8

9 0 4 -3 -1 0 7

TABLE I: ATLAS 7 TeV

�MW+ �MW�

Set mT pT ` pT⌫ mT pT ` pT⌫

1 -1 -5 8 -1 -2 7

2 -1 -15 5 -1 5 10

3 -1 1 11 -1 -6 5

4 -1 -15 4 -1 -4 4

5 -1 -5 8 -1 -7 4

TABLE II: LHCb 13 TeV

Impact on MW of non-pert. flavour dependent effects



Channel-dependent effects
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EW corrections relevant for the determination of sin²θeff 
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AFB: basic definitions

Rhorry Gauld

1

Angular coefficients in Z boson production 

hadron plane

x

y

z

lepton plane

p1 p2

k1

��

✓ �

work with A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover, A. Huss
arXiv:1708.00008

AFB(Ml+l�) =
F (Ml+l�)�B(Ml+l�)
F (Ml+l�) + B(Ml+l�)

cos �⇥ = f
2

M(l+l�)
�

M2(l+l�) + p2
t (l+l�)

[p+(l�)p�(l+)� p�(l�)p+(l+)]

p± =
1⇥
2
(E ± pz) f =

|pz(l+l�)|
pz(l+l�)

F (Ml+l�) =
� 1

0

d⇥

d cos ��
d cos �� B(Ml+l�) =

� 0

�1

d⇥

d cos �⇥
d cos �⇥

invariant mass Forward-Backward asymmetry
in neutral-current DY

scattering angle defined in the Collins-Soper frame → “Forward” (“Backward”)

the asymmetry is possible at YZ≠0   and grows with |YZ|
where the unbalance between valence and sea quarks defines a forward direction

the asymmetry is due to parity-violating terms:
|MZ|²                   → sensitivity to sin²θeff

2 Re( Mγ MZ†)      → large asymmetry due to axial-vector couplings (but no sensitivity to sin²θeff )
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Sensitivity to sin²θW

� sin2 ⇥W = 0.0001
�AFB = AFB(sin2 ⇥W + � sin2 ⇥W )�AFB(sin2 ⇥W � � sin2 ⇥W )

the maximal sensitivity to sin²θeff   is observed in the Z resonance region
we need to predict AFB  having under control all the effects yielding δ AFB~10⁻⁴ 



(a)

q

q̄

l�

l+�, Z

(b)

�

�

l�

l+

(c)

�

�

l�

l+

Figure 1: Born diagrams for the qq̄ (a) and for the ⇥⇥ (b,c) subprocesses.

which is depicted in figure 1 (a). This process is a neutral current process and its amplitude,
neglecting the Higgs-boson contribution, is mediated by s-channel photon and Z-boson ex-
change. In the unitary gauge, the tree-level amplitude reads as

M0 = M� +MZ (2.1)

M� = � e2 QqQl
gµ⌅ � kµk⌅/s

s
[v̄(p2)⇥µu(p1)] [ū(p3)⇥⌅v(p4)]

⇤ � e2 QqQl
gµ⌅ � kµk⌅/s

s
Jµ

emJ⌅
em

MZ = � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

[v̄(p2) (vq ⇥µ + aq⇥
µ⇥5) u(p1)] [ū(p3) (vl ⇥⌅ + al⇥

⌅⇥5) v(p4)]

⇤ � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

Jµ
Z,qq̄J

⌅
Z,l+l�

where mZ is the Z-boson mass and �Z is the Z decay width, necessary to describe the Z

resonance region, s = (p1 + p2)2 is the squared partonic center-of-mass (c.m.) energy and
kµ = pµ

1 + pµ
2 , � = e2/(4⌅) is the fine structure constant, c⇥ ⇤ mW /mZ is the cosine of

the weak mixing angle. The vector and axial-vector couplings of the Z-boson to fermions
are vf = Tf � 2Qfs2

⇥ and af = �Tf where Tf = ±1/2 is the third component of the weak
isospin and Qf is the electric charge of the fermion f .

The subprocess ⇥(p1) ⇥(p2)⌅ l�(p3) l+(p4), which is depicted in figure 1 (b,c), is, at
lowest order, a pure QED reaction, whose di⇥erential cross section, in the partonic c.m.
frame and neglecting all fermion masses, reads as

d⇧̂��

d cos ⇤
=

2⌅�2

s

�
1 + cos2 ⇤

sin2 ⇤

⇥
(2.2)

2.2 The O(�) calculation

The complete O(�) EW corrections to the neutral current Drell-Yan process have already
been computed in refs. [12, 13]. We have repeated independently the calculation and
included in addition the photon-induced processes. We summarize here the main features
of our approach.

The O(�) corrections include the contribution of real and virtual corrections. The
virtual corrections follow from the perturbative expansion of the 2⌅ 2 scattering amplitude
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Figure 2: Some examples of one-loop virtual diagrams.

M = M0 +Mvirt
� + · · · and contribute, at O(�), with 2Re(Mvirt

� M⇥
0). The O(�) virtual

amplitude includes two contributions, namely the one-loop renormalization of the tree-
level amplitude and the virtual one-loop diagrams. The real corrections are due to the
emission of one extra real photon and represent the lowest order of the radiative process
q(p1)q̄(p2)⇤ l�(p3)l+(p4)⇥(k). They can be further divided into soft and hard corrections,
M1 = Msoft

1 +Mhard
1 . The former satisfies, by definition, the Born-like 2⇤ 2 kinematics

and can be factorized as |Msoft
1 |2 = ⇤SB|M0|2, where ⇤SB is a universal factor that depends

only on the properties of the external particles. The total cross section includes soft and
hard corrections and is independent of the cut-o� used to define the two energy regions.
Virtual and real soft corrections are separately divergent due to the emission of soft photons,
but the divergence cancels in the sum of the two contributions.

2.2.1 Virtual corrections

The O(�) virtual corrections to a 2⇤ 2 reaction include the contribution of counterterms,
self-energy, vertex and box corrections. Few diagrams representative of the di�erent kinds
of corrections are depicted in figure 2. The O(�) virtual corrections have been calculated
using the packages FeynArts and FormCalc [29, 30]. The numerical evaluation of the 1-loop
integrals has been done using the package LoopTools2 [30], based on the library ff [31].
We will write the 1-loop virtual amplitude as Mvirt

� = Mcts
� + Mself

� + Mvertex
� + Mbox

� ,
where Mcts

� includes all the counterterms and the wave function corrections on the external
legs, Mself

� describes the self-energy corrections to the photon and to the Z propagator and
the contribution due to the ⇥ � Z mixing and Mvertex,box

� describe respectively the vertex
and the box corrections. The mass of the fermions in the scalar 1-loop integrals regularizes
in a natural way the mass singularities due to the emission of a (virtual) collinear photon.
The infrared divergence of the integrals has been regularized by means of a small photon
mass ⌅.
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O(α)  virtual:  photonic and purely weak
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q
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Figure 1: Born diagrams for the qq̄ (a) and for the ⇥⇥ (b,c) subprocesses.

which is depicted in figure 1 (a). This process is a neutral current process and its amplitude,
neglecting the Higgs-boson contribution, is mediated by s-channel photon and Z-boson ex-
change. In the unitary gauge, the tree-level amplitude reads as

M0 = M� +MZ (2.1)

M� = � e2 QqQl
gµ⌅ � kµk⌅/s

s
[v̄(p2)⇥µu(p1)] [ū(p3)⇥⌅v(p4)]

⇤ � e2 QqQl
gµ⌅ � kµk⌅/s

s
Jµ

emJ⌅
em

MZ = � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

[v̄(p2) (vq ⇥µ + aq⇥
µ⇥5) u(p1)] [ū(p3) (vl ⇥⌅ + al⇥

⌅⇥5) v(p4)]

⇤ � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

Jµ
Z,qq̄J

⌅
Z,l+l�

where mZ is the Z-boson mass and �Z is the Z decay width, necessary to describe the Z

resonance region, s = (p1 + p2)2 is the squared partonic center-of-mass (c.m.) energy and
kµ = pµ

1 + pµ
2 , � = e2/(4⌅) is the fine structure constant, c⇥ ⇤ mW /mZ is the cosine of

the weak mixing angle. The vector and axial-vector couplings of the Z-boson to fermions
are vf = Tf � 2Qfs2

⇥ and af = �Tf where Tf = ±1/2 is the third component of the weak
isospin and Qf is the electric charge of the fermion f .

The subprocess ⇥(p1) ⇥(p2)⌅ l�(p3) l+(p4), which is depicted in figure 1 (b,c), is, at
lowest order, a pure QED reaction, whose di⇥erential cross section, in the partonic c.m.
frame and neglecting all fermion masses, reads as

d⇧̂��

d cos ⇤
=

2⌅�2

s

�
1 + cos2 ⇤

sin2 ⇤

⇥
(2.2)

2.2 The O(�) calculation

The complete O(�) EW corrections to the neutral current Drell-Yan process have already
been computed in refs. [12, 13]. We have repeated independently the calculation and
included in addition the photon-induced processes. We summarize here the main features
of our approach.

The O(�) corrections include the contribution of real and virtual corrections. The
virtual corrections follow from the perturbative expansion of the 2⌅ 2 scattering amplitude
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Figure 3: O(�) bremsstrahlung diagrams.

use the routine hadr5n [33]. Because we include the photon vacuum polarization e⇤ects
in the lowest-order coupling, we have to subtract the O(�) expansion of e2(q2), to avoid a
double counting when we include the full set of O(�) corrections.

In the case ofMZ we can rewrite e2/(s2
⇥c

2
⇥) as g2/c2

⇥ and then use the relation, computed
up to O(�), of the weak coupling g with the Fermi constant and the W -boson mass

Gµ⌥
2

=
g2

8m2
W

(1 + �r) (2.7)

The quantity �r represents all the radiative corrections to the muon-decay amplitude [34].

2.2.2 Bremsstrahlung corrections

The real radiative corrections to the neutral current Drell-Yan process, described by the
amplitude M1, are given by all the Feynman diagrams (figure 3) with the emission of one
extra photon from all the electrically charged legs of the Born diagrams.

The probability amplitude has been calculated in the unitary gauge with massive
fermions. We integrate the squared matrix element over the whole photon phase space
and split the allowed photon energy range in two intervals, [⇤, �E] and [�E,Emax]. The
cut-o⇤ �E ⇥

⌥
s is chosen in such a way that the photon with smaller energy is considered

soft and does not modify the 2⇤ 2 kinematics of the Born amplitude. The small photon
mass ⇤ has been introduced to regularize the infrared divergence. In this energy region the
phase space integral, including the full angular integration, can be solved analytically. The
result can be expressed in a factorized form, as

⇥

�

d3k�

(2⌅)32E�
|M1|2 = |M0|2

�

f=q,q̄,l+l�

⇥SB(f, ⇤) (2.8)

where the soft Bremsstrahlung factor, see e.g. ref. [35], depends on the mass and electric
charge of the external radiating particles and the phase-space region ⇥ is defined by the
request that the photon energy E� satisfies ⇤ � E� � �E. We have explicitly checked
that the sum of the virtual and soft-real contributions is independent of the choice of the
photon mass ⇤, in the limit of small ⇤ values.

In the hard energy region the phase-space integration has been performed numerically,
with Monte Carlo techniques improved by importance sampling to take care of collinear
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O(α) real bremsstrahlung:
     FSR, ISR, IFI

O(α) photon induced
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Figure 4: Photon-induced process diagrams.

and infrared singularities, as well as the peaking behaviour around the Z resonance. The
sum of the soft and of the hard photon cross sections is independent of the cut-o⇤ ⇥E.
We have checked the independence of our numerical results from the choice of the infrared
separator ⌥ ⇤ ⇥E/E for 10�8 ⌅ ⌥ ⌅ 10�4.

2.2.3 Photon-induced processes

In ref. [27] it has been proposed a new parametrization of the partonic content of the
proton, which also includes a photon probability density. When using this set of pdf, the
inclusive cross section ⌃

�
pp
(�) ⇧ l+l� + X

⇥
receives contributions also from the partonic

subprocesses q(p1)⇥(p2) ⇧ l+(p3)l�(p4)q(k) (photon-induced), depicted in figure 4. The
latter are of the same perturbative order as the real bremsstrahlung corrections described
in the previous subsection, i.e. they are an O(�) correction to the Born process of eq. (2.1).
The squared amplitude of the photon-induced processes can be obtained by crossing sym-
metry from the real bremsstrahlung one, evaluating the latter with the exchange (p2 ⌃ �k)
and multiplying the result by a (�1) factor to account for the exchange of a fermionic line.

2.3 Higher-order electroweak e�ects

To incorporate higher-order EW corrections in a Born-like expression written with e⇤ective
couplings, we followed the approach of ref. [36], where the tree-level amplitude has been
improved and takes into account all the self-energy and vertex corrections. The latter have
been included by defining an e⇤ective overall coupling and an e⇤ective weak mixing angle.

The amplitude MZ becomes

MZ =
i8 Gµm2

Z 
2

⇧fi(q2)
1� ⇤⇧irr

JZ,qq̄ · JZ,l+l�

q2 �m2
Z + i�ZmZ

(2.9)

where the coupling vf of eq. (2.1) is replaced by ṽf = Tf � 2Qf⌅f (q2)s2
⇥. The definition

of the quantities ⇧fi, ⇤⇧irr, ⌅f (q2) can be found in ref. [36]. Eq. (2.9) incorporates also
higher-order e⇤ects beyond O(�), because of the resummation of ⇤⇧irr and of the fermionic
part of the Z self-energy contained in ⇧fi. Furthermore, ⇤⇧irr = ⇤⇧(1)

irr + ⇤⇧(2)
irr contains also

leading two-loop corrections. In the amplitude M� we replace the fine structure constant
with the running electromagnetic coupling according to eq. (2.6).
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Plan of the comparisons of simulation codes

observables:         Mll  and AFB  distributions

approximations:    LO, NLO, NLO+h.o.

codes involved:     POWHEG_ew,  MCSANC, HORACE, WZGRAD
                           predictions based on the DIZET library (see talk by E. Richter-Was )
                           comparison with KKMC 

overlap with 1606.02330  at NLO for the Mll distribution (now breakdown of O(α) corrections)

1606.02330 includes a systematic analysis of O(α²) contributions,  only for the Mll distribution

now focus on AFB and on the sin²θeff determination
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Lepton-pair invariant mass distribution: breakdown of O(α) corrections

NLO QED vs. pure weak
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for each subset of corrections, a detailed comparison between the participant codes is ongoing 
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AFB  distribution: breakdown of O(α) corrections

AFB

AFB LO NLO QED NLO QED FSR NLO QED ISR
66 GeV < mll < 116 GeV

QED PDF 0.03986(2) 0.04056(4) 0.04060(5) 0.03985(3)
�x�LO 0.00070(6) 0.00074(7) -0.00001(3)

NO-QED PDF 0.03964(3) 0.04033(4) 0.04038(5) 0.03963(3)
�x�LO 0.00069(7) 0.00074(8) -0.00001(3)

66 GeV < mll < 116 GeV, mll > 50 GeV, p`? > 25 GeV, |⌘`| < 2.5
QED PDF 0.01815(3) 0.01836(6) 0.01835(6) 0.01815(3)
�x�LO 0.00021(9) 0.00020(9) 0.0

NO-QED PDF 0.01793(4) 0.01815(6) 0.01814(8) 0.01794(3)
�x�LO 0.00022(10) 0.00021(12) 0.00001(7)

80 GeV < mll < 102 GeV
QED PDF 0.04481(2) 0.04593(4) 0.04588(5) 0.04481(3)
�x�LO 0.00112(6) 0.00107(7) 0.0

NO-QED PDF 0.04457(3) 0.04567(4) 0.04562s(5) 0.04457(3)
�x�LO 0.00100(7) 0.00104(8) 0.0

66 GeV < mll < 116 GeV, mll > 50 GeV, p`? > 25 GeV, |⌘`| < 2.5
QED PDF 0.01895(3) 0.01937(6) 0.01935(7) 0.01815(3)
�x�LO 0.00042(9) 0.00040(10) -0.00080(6)

NO-QED PDF 0.01873(4) 0.01916(6) 0.01913(8) 0.01873(3)
�x�LO 0.00043(10) 0.00040(12) 0.0
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AFB  distribution: photon-induced contributions
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AFB  distribution: future steps
Beyond NLO, several classes of higher-order corrections are available  (cfr. 1606.02330)
  ·multiple photon emissions (broken into FSR, ISR and IFI components)
  ·universal corrections to LO couplings
  ·additional light pair emission
  ·interplay of factorizable real-virtual contributionsweak higher orders
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comparison between
POWHEG_EW and DIZET lib
in progress

POWHEG_EW                       purely weak higher-orders
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comparison between
POWHEG_EW and DIZET lib
in progress

The matching between fixed-order matrix elements and all-order emissions requires a prescription 
   → arbitrariness of O(α²) 
   → impact on kinematical distributions,  different effect of virtual and real-virtual corrections
 possible comparison between HORACE and POWHEG matching schemes
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POWHEG_EW                       purely weak higher-orders
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Determination of sin²θeff 
We wish that the procedure followed to determine the effective weak mixing angle
allows the measurement of a quantity 
that can be consistently combined with previous results from LEP/SLD and Tevatron

Two distinct approaches are necessary
   - model independent fit 
   - measurement in the SM (closure test)

The LEP/SLD measurements relied on 
   • a specific special kinematical point (Z resonance)
   • τ polarisation and LR polarization measurements
   • the possibility to assume, with tested good accuracy, the factorisation of the AFB  expression

Outside the peak the factorisation degrades and eventually breaks

Af
FB =

3
4

𝒜e𝒜f

A detailed study is desirable
   → to understand the properties and limitations of the hadron collider setup.
   → the details of the experimental procedures (e.g. dilution corrections) and their equivalence
        in terms of scope
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Reporting problems about precision codes

a benchmarking activity is ongoing for several years and documented with a repository of public codes
            https://twiki.cern.ch/twiki/bin/view/Main/DrellYanComparison
available for usage and guaranteed by the respective authors to reproduce benchmark numbers

arXiv:1606.02330   has been published by the authors of several popular codes
                             showing agreement for many observables at the few per mil level

the feedback of all the users 
testing the codes in different setups and for different observables
is crucial to improve the quality of the codes

WG1 on precision measurements is the natural place where these problems should be addressed
(e.g. discrepancies between DYNNLO and FEWZ with specific acceptance cuts)

https://twiki.cern.ch/twiki/bin/view/Main/DrellYanComparison
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Conclusions

Concrete steps to prepare the tools that will be used in high-precision analyses

Benchmarking activities between different groups/codes started

Several “subleading” effects potentially relevant for the LHC precision goal identified and under scrutiny
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settings for benchmarking

PDF set
I NNPDF31 nlo as 0118 luxqed, LHAPDF ID = 324900

I NNPDF31 nlo as 0118, LHAPDF ID = 303400

µF = ŝ

complex pole MZ and MW mass values

Gµ scheme

kinematic acceptances
I a) m`` > 50 GeV without additional cuts
I b) 66 GeV < m`` < 116 GeV
I c) 80 GeV < m`` < 102 GeV
I d) m`` > 50 GeV, p`? > 25 GeV, ⌘` < 2.5

observables: m`` and AFB

no � induced contributions considered (already shown in a previous
meeting)
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