Brief PS status
03 — 10 December 2018

Denis Cotte on behalf of PS operation and supervisor team
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Events of the week

 Monday night, CERN-wide blackout following the lightning storm.
Lightning strikes very close to the 400/66kV transformer in Prevessin site.
«  13h with power limitation.(no beam)
« +2hto restart PS/LEIR and put back the beam.
« TT2 Sector_1 patrol lost. Patrol done during the night.
» All over the week, few beam interruptions or low intensity beam from Linac3&LEIR

« Short beam stop to test a RF prototype card to generate master clock (h256)

* Yesterday morning : Test of the new simulated Btrain transmission via WhiteRabbit.
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