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• It is an association of peer (computing) interests:
• Particle Physics: GridPP:  LHC + other large HEP
• Astro: LOFAR, LSST,  EUCLID, SKA, GAIA, .... 
• Astro-particle: LZ, Advanced-LIGO, CTA
• Nuclear Physics (on-boarding now)
• STFC Scientific Computing Dept  (SCD)
• DiRAC HPC Facility
• Diamond Light Source 
• ISIS Neutron Source
• Central Laser Facility
• Hartree HPC Centre
• CCFE (Culham Fusion Centre)
• …. Others…

a Community Initiative
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• 2017: 

• £1M Capital
1M capital for hardware

0.5M for digital assets

• 2018:

• £16M (4M  p.a. for 4 years)

11.5M  capital for hardware

5.5M for digital assets for National Facilities)

Funding so far
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• Deployed Capacity:
• Q4 2018 :  4800 cores + 4 PB disk 

• Q3 2019:   8000 cores + 10 PB disk + tape

• Q4 2019:  14000 cores + 14 PB disk  +  tape

Physical resources

RAL
Manchester
Lancaster
Imperial
QMUL
Glasgow
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• Scientific OpenStack work by StackHPC
• Development of a Science Optimised OpenStack 

framework for deployment, federation and 
support of cloud-native workflows.

• Other digital assets  - ongoing  
• APEL based accounting for IRIS
• Developing Rucio for multi-community use
• Developing DIRAC for multi community use
• Advancing AAAI across STFC with IAM
• Vcycle development
• Performance monitoring 

• Deployed specialist physical resource: 
• Archive Database test bed
• High performance storage for SCARF
• Fat nodes with > 1 TB memory
• CASU & WFAU support for Astronomy archives

Other spend
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• GridPP is key/founder member of IRIS

• PC is Scientific Director
• Andrew Sansum is Technical Director
• Jon Hays is Chair of Resource Allocation Board (RSAP)
• Daniela Bauer is Technical scrutineer on RSAP

GridPP ó IRIS
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• Mutual benefit
• Obviously IRIS/STFC benefit from GridPP:

• Expertise 
• Hosting
• Direct help to Astronomy and ParticleAstro

• Particular successes are : LSST, SKA, LZ
• PPRP sort of relies on GridPP+IRIS

• GridPP benefits:
• Cycle scavenging
• Resource for non-LHC HEP  (DUNE,  LZ, other new HEP)
• Does us enormous good seen across STFC 
• GridPP-6 case is greatly strengthened

GridPP ó IRIS
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……….

Put simply, GridPP is doing all than can be reasonably expected of it both for
GridPP and for all of PPAN and facilities to promote sharing and avoidance of
duplication, and to work in the UKRI group as representatives of STFC to obtain
UKRI investment. This all has actual and future monetary value to STFC, but it
relies upon STFC policy changes to recognise federal efforts and turn this into a
notional benefit to GridPP funding (e.g. to inject some federal funding into
GridPP to recognise the wider contribution of its staff).
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• We have done a lot of case making

• Case presented to UKRI for long term investment of ~ £50M p.a. for STFC

• Lots of “Roadmaps”  written

• People: College of RSEs case
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Series of Tables

• CPU
• GPU
• DISK
• TAPE

All STFC senior 
management know 
of this document

Sent to CEO
Sent to Prog.Dir.
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Summary table and 
plots

STFC has  
HTC+Storage
computing funding 
shortfall of A £12M 
p.a.

These figures have 
been put into UKRI

Will go to BEIS
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People for software engineering
RSEs
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People (RSEs) needed

This is critical to  engineering 
and adapting codebases

Scale £5M p.a. minimum

Optimal ~ £10M p.a
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Roadmaps
Networking

Supercomputing   

Data and HTC      

Cloud Computing

AAAI

Software and People  
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• GridPP “gives-and-gets” from IRIS

• GridPP roles are doing us good in intangible benefits
– Supporting IRIS

– Representing STFC at UKRI level

– This all shows up well in the GridPP6 case

• At high levels STFC has bought into need for computing for Science
– Across STFC

– Across UKRI

• GridPP is lobbying everywhere and at every level for investment
– But STFC funding problems/structure/silos make it difficult to get tangible 

benefit so far in terms of staff support

Summary


