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Current production I

MC production is continuing with no major changes from the simulation side:
Default production release uses , CLHEP 2.2, 64-bit, gcc 4.9,
SLCé6, C++14
Some samples produced with later releases built using gccé.2.

Compiling G4 as part of our nightly builds
Significant number of to ATLAS user code (geometry and detector
response), including several speed ups.

Still running tails of (much) older production campaigns:
MC15
Geant4 9.6 patch03, CLHEP 2.1, 64-bit, gcc 4.7, SLC6, C++11
MC12
Geant4 9.4+ patches for “MC12" production
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Current production II

Upcoming changes:

Hope to update 21.0 to use Geant4 10.1.patch03.atlas07 (G4 Solid updates — 4%
speedup) soon - some difficulties due to other externals changes.

Aiming to update master to use Geant4 10.4.patch02.atlasO]
Early testing of Geant4.10.5: We built AthSimulation with Geant4.10.5. It will be
used for testing purposes

The next MC campaign (preparing for LHC Run 3) will most likely use

we are testing Geant4.10.5 but aren’t ready to make a decision on that yet.



Requests or features G

Allow Geant4 to deal with zero-lifetime particles (heeded for quasi-stable
particle simulation) - Currently testing patches from Makoto — Thanks!

Improving the robustness of commands executed via G4UIManager — What
is the current status of this¢ Which G4 versions will be patched?



Annual CPU Consumption [MHSO06]

CPU needs projection G
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults

AthenaMT & Geant4MT validation ()

N/

We have been able to run full multi-threaded Geant4 within AthenaMT (AthSimulation 22.0.0)
for some time now:
Inter-event parallelism rather than infra-event parallelism
Memory savings come from shared geomeftry & XS tables
Geant4MT requires thread-local initialization by design
TBB — on which AthenaMT is based - prefers tasks to be “thread unaware” —
tricky coupling between AthenaMT and Geant4MT

Validation of output:
Fixed: difference in G4 voxelization configuration between MT and ST (simulation diverged)
Fixed: thread-safety in partficle and vertex barcode service (~50%)
Fixed : some events identical, others have differences in SCT hit IDs (~few%)
. debugging Calorimeter Sensitive Detector code to understand differences in hits (~1-

3%)

Stability fixes:
Fixed: crashes due to missing thread-local G4 initialization when TBB spawns extra threads



Code optimization and profiling with Intel tools

4'h QpenlLab-Intel hands-on workshop
« ~ 10 race-conditions
« ~ 2 lock hierarchy violations/deadlocks
« ~2-3 unhandled exceptions

Welcome | roosti2 [

#2 Detect Deadlocks and Data Races INTEL INSPECTOR 2019

4 @ Target # Analysis Type [@ Collection Log § @ Summary 3
Da |@ |Type Sources Modules State Severity = I .
PP1 @ L ncurrent_queue.h libGaudiHive.so R New Critical 1 item(s) ln tel
bP2 (%] Data race GaudiHandle.h; new_allocator.h libGaudiHive.so R New Error 5 item(s) - =
PP3 (=] Data race GaudiHandle.h; Service.h; task_scheduler_init.h libGaudiHive.so R New Type
PP4 @  Datarace basic_jos.tcc; ostream_insert.h libstdc++.50.6 Re New Data race 5 item(s)
PPs @  Datarace ios_base.h; ios_state.hpp; locale_facets.tcc; ostream_insert.h libGeo2G4Lib.so; libstdc++.50.6 R New Unhandled application exception 1 item(s)
b P86 @ Data race ios_base.h; ostream libstdc++.50.6 R New Source
MEMORY & THREAD DEBUGGER
concurrent_queue.h 1 item(s)
¢ GaudiHandle.h 2 item(s)
ios_base.h 2 item(s)
ios_state.hpp 1 item(s)
locale_facets.tcc 1 item(s)
new_allocator.h 1 item(s)
ostream 1 item(s) |
ostream_insert.h 2 item(s) Intel, and the Intel logo are trademarks o
Service.h 1 item(s) the U.S. and/or other countries. er
task_scheduler_init.h 1 item(s) may be claimed as the property of others. © Intel Corporation
Module
libGaudiHive.so 3 item(s) =

a1 1of2 b Al

Read Description Source ‘Funclion Module Variable main (13144 =
Read GaudiHandle.h:229 retrieve libGaudiHive.so block allocated at vector.tcc:412 ( ;0 n Cu rre nt
227 { // not really const, because it updates m_pObject libGaudiHive.so! retrieve - GaudiHandle.h:229 TBB Worker Thread (146
228 StatusCode sc = StatusCods: :SUCCESS; TBB Worker Thread (1463
229 if ( m_pObject && release().isFailurs() ) {
230 sc = StatusCods: :FAILURE; rea S
231 }
Write GaudiHandle.h:245 release libGaudiHive.so block allocated at vector.tcc:412
erte 243 if ( m_pObject ) { libGaudiHive.so!release - GaudiHandle.h:245
244 sc = release( m_pObject );
245 m_pObject = nullptr;
246 } g
247 retumn sc;
Allocation site new_allocator.h:104 allocate libGaudiHive.so block allocated at vector.tcc:412
102 std::__throw_bad_alloc(); libGaudiHive.solallocate - new_allocator.h:104
103
104 return static_cast<_Tp*>(::operator new(_n * sizeof(_Tp)));
Alloc T
106 7



https://indico.cern.ch/event/762142/

Code optimization and profiling with Intel tools

In’rel s VTune profiling tool can be easily used to thoroughly profile Athena.

Function CPU Time: Total *'| CPU Time: Self ¥ * Module
LArWheelCalculator_Impl::DistanceCalculatorSaggingOfi 10.3% 120.724s libGeoSpecialShapes.so
LArwheelCalculator::parameterized_sin 3.5% 64.465s  libGeoSpecialShapes.so

¢ __libm_sincos_e7 2.1% 38.772s libimf.so

| tls oet addr 2.0% 35.862s Id-linux-x86-64.s0.2

lwc()->parameterized_sin(P.y(), sin_a, cos_a); 4.1% 7.303s

164 #endif
165
166 bool sqw = false; 0.0% 0.010s
167 if(z > lwc()->m_QuarterWavelLength){ 0.3% 4.704s
168 if(z < m_EndQuarterwWave){ // regular half-waves 0.2% 2.819s
169 unsigned int nhwave = (unsigned int)(z / lwc()->m_HalfWavelLength + ©0.5); 0.1% 1.819s
170 z -= lwc()->m_HalfwavelLength * nhwave; 0.4% 6.767s
171 const double straight_part = (lwc()->m_QuarterwWaveLength - lwc()->m_FanFoldRadius * sin_a) / cos_a; 0.3% 4.900s
172 nhwave &= 1U;
173 if(nhwave == ©) sin_a = - sin_a; 2.2% 39.493s
174 double z_prime = z * cos_a + x * sin_a; 0.1% 2.640s
175 const double x_prime = z * sin_a - x * cos_a; 0.2% 2.824s
176 if(z_prime > straight_part){ // up fold region 0.1% 2.629s
177 const double dz = z_prime - straight_part; 0.0% 0.672s
178 if(nhwave == 0){

function calculates cosine as: sqrt( sin_a*sin_a);
That's very slow and it can be replaced with a parameterized cos calculation.

1-2% speedup



Geant4 debugging tools I

Tool that plots histograms of various step-related (A
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Geant4 debugging tools II

All debugging plots are relatively automatically assembled into a web-page.
O(2000) plots, e.g.: G4 10.1.3.7 vs. G4 10.4.0.0.

Processes: eBrem
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https://mmuskinj.web.cern.ch/mmuskinj/G4Debugging/10_1_3_7_vs_10_4_0_0/all/

Performance optimization: range cuts  (F)

Range cuts are a built-in way of optimizing Geant4 performance.

Range cuts (in length) are define per region. For each pair of (material, region) they
get converted info an energy threshold.

Index : 530 used in the geometry : Yes
Material : LiquidArgon
Range cuts . gamma 30 um e- 30 um e+ 30 um proton 1 mm

Energy thresholds : gamma 1.10981 keV e- 41.2472 keV e+ 40.971 keV proton 100 keV
Region(s) which use this couple :
FCAL

Example: LiquidArgon, 30 um range cut for electrons

Secondaries, that are expected to travel less than the range cut are not created and
their energy is immediately deposited.

N\
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Range cut example G

Electron lonization respects the range cut.

Kinks in the secondary kinetic are clearly visible.

Steps

EMRangeCut/plain

10°
10®
10’
10°
10°
10*
10°
102
10
;

2
1.5
1
0.5
0

ATLAS plain  EMRangeCut
s=13 TeV, eloni (1.2%) under: 0.00E+00 (0.00%) 0.00E+00 (0.00%)
plain: EMRangeCut:

—gamma -—gamma

— e- — e.
| N |
6 ~3 2 0

log( kinetic energy of the secondary [MeV] )

N/

Photoelectric effect ignores range cuts by default.
Electrons down to eV are created and simulated.

1010 E-ATLAS plan  EMRangeCut
{s=13 TeV, phot (2.5%) under: 0.00E+00 (0.00%) 0.00E-+00 (0.00%

Steps

8 plain: EMRangeCut:
10 —e- —e-

10" w/o range cut

\

range cut

00— ; ) G ; i
log( kinetic energy of the secondary [MeV] )

EMRangeCut/plain
o
w
|
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Tracks

10.1.RangeCut/10.1
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Impact of new range cut G

x10°

~_ATLAS

10.1: 10.1.RangeCuit:
_e- —e.
— e+ oo+

Range cuts:
30 um

116.102 keV

{s=13 TeV, All ATLAS (10.6%)

FCallAbsorber

Energy thresholds :

und

104 10.1.RangeCut = _=
: 0.00E+00 (0.00%) 0.00E+00 (0.00%) —

0 2 4 6
log( Initial kinetic [MeV] )

N/

Range-cuts are furned off
by default for gamma
processes in GA4.

60% less electrons created

in total with the range cut in
ATLAS.

The potential speedup of
the total simulation fime

with range cuts for gammas
is 6-10%.

Currently running physics
validation
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What kind of electrons are these? ()

102 =-ATLAS - Hlllplainl o Iélh:ﬂhangéCult -
10" E-Vs=13 TeV, All ATLAS (11.7%)  under: 0.00E+00 (0.00%) 0.00E+00 (0.00%

1010 plain: EMRangeCut:
10° —gamma -—gamma
3 —e- —e-
10 —e+ —e+

10’
10°
10°
10*
10°
102
10
1

Tracks

15 PP PPPPIN
N _ .
05_ ..................................................................................................................................................... .
0

1 10 10° 10° 10*
number of steps

EMRangeCut/plain

Most of electrons affected
by the new range cuts have
two steps. Some have three
steps.

Two steps means that they
are created and
immediately die in the next
step.

Range cuts are designed
exactly for such cases.
Impact on physics should be
very low.
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Entries

Ratio

Simple hit-count analysis G

A simple hit count analysis show no significant difference in the number of hits in
calorimeters with the range cuts.

x10°
SOF amAs™ T o pam 5
- (s=13TeV range cut - However, this does not take
*E = into the actual energy
20[- = deposit.
15— — We get less particles by
- - construction with range cuts
10— = and therefore less hits are
5 3 expected.
0 B L S Full reconstruction is needed
' ' ‘ ' ‘ ' ' ' ' (i.,e. PhysVal), but
encouraging to see that
0.99 kiling 60% of electrons has
T e A : ; ; " | such a low impact.

h Calo cell eta
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Tracks

10.4.0.0/10.1.3.7

Performance optimization: Neutron Russian Roulette

Randomly kill the majority of neutrons below some energy and weight the energy
deposits of remaining neutrons accordingly:
Energy threshold (E),
Weight (w): neutrons below E are killed with P((w-1)/w) and weighted with w,
Weighting energy deposits is the tricky part (~25 modified files in Athenaq).

350E_ATLAS 10137 10400
= (s=13 TeV, All ATLAS (0.0%) under: 0.00E+00 (0.00%) 0.00E+00 (0.00%

300‘_10.1.3.7: 10.4.0.0:
—neutron — neutron

© 10137 | 10.4.00

700F—Vs=13 TeV, Al ATLAS (0.2%)  under: +oo (0.00%) 0.00E+00 (0.00%

10.1.3.7: 10.4.0.0:
—neutron — neutron

600
250

Avg. number of steps in track

5 E=1MeV: E oE.  Most steps per E
"°E 50% neutrons E F track around E
f E=10MeV E oo, E=1MeV. E
= 0 g = = =
100E- 90% neutrong E s0E- E
20 I~ 20
T T Biiii s I T - I T (| ™ 1 | (17 -
1 ST RSP RTRSTSTR. Te s T rrrspmaeeees L Y [T | I p— o’ 1 S | W T T [ TR ——— T T W T R p—
O s s - - S 0.5 [ || -------------------------------------------------------------------------------------------- -
0 L— - EE— - : : : : S ol— : | : : : : ;
-8 -6 -4 -2 0 2 4 6 < -8 -6 -4 -2 0 2 4 6
log( Initial kinetic [MeV] ) o log( Initial kinetic [MeV] )

Initial kinetic energy distribution of neutrons Avg. number of steps per tfrack vs initial energy 16



Expected speedup for NRR

Initial kinetic energy distribution:
Red: plain G4,
Blue: RRwith E=1 MeV, w =10,
Purple: RR with weighted
entries.

v Dt -
.
R

log( kinetic energy [MeV] )

@)

N/

Two setups tested:
testl: E=1 MeV, w =10,
test2: E=10 MeV, w = 10.

Expected speedups of the total
simulation time are 10% and 20%
respectively.

A simple calorimeter hit-level analysis
show no significant discrepancies.

Physics validation requested for both
setups.
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Other WIP items G

Geometry work : optimization effort ongoing (~4% speedup)

“Big library”: static linking of single ATLAS library with static build of Geant4
Building Athena on top of G4 10.4 with VecGeom

ATLAS Test Beam Simulations: ATLAS TileCal TB, geometry files retrieved as
GDML, standalone simulation code using CALICE approach "under

construction”; details such as mapping of TileCal cells and PMTs still needs
some work.
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Summary

Good progress on Optimizing Atlas Geant4 performance:

Range cuts for secondary electrons originating from photons (6-10%)
Russian Roulette for neutrons (10-20%)

General improvements of the existing code (few %).

Together with other improvements such as the “Big Library” a significant
performance increase can be expected

Good progress on Validation of AthenaMT with Geant4MT:
Good news for Geant4: no bugs found (so far) on G4 side!

19



Thanks for your attention.

Marilena Bandieramonte



Case study: barcode service for multiple threads

Barcode service provides unique particle and vertex barcodes:

infernal barcode counters are incremented each time a new barcode is requested
returned barcode is simply the incremented value

counters are reset at the beginning of each event

Service was made thread-safe by:
storing the counters in a tbb::concurrent_unordered_map with the std::thread::id as the
key and initializing a key-value pair for each thread, and
replacing the BeginEvent incident used to trigger the counter reset with @
resetBarcodes() call inside the algorithm execute()

Services in AthenaMT should be stateless
The use of tools such as Intel Inspector is helping us to detect threading bugs

21



Geant4 simulation in ATLAS

‘Steps’ are the smallest units in a Geant4 simulation.

a point where a physics |
process occurred

Stop: zero energy

start point
geometry boundary geometry boundary

It is possible to intercept information about each step with User Actions:

* G4Track Information: Particle = e-, Track ID = 884, Parent ID = 875

e

w
~+
D
-
H

X(mm) Y (mm) Z(mm) KinE(MeV) dE(MeV) StepLeng TrackLeng NextVolume ProcName
-201 -1.39e+03 1.03e+03 3.72 0 0 © Total LAR Volume initStep
-205 -1.39e+03 1.03e+03 3.01 0.713 4.61 4.61 Total LAR Volume msc
-208 -1.4e+03 1.03e+03 2.34 0.668 3.91 8.51 Total LAR Volume msc
-210 -1.4e+03 1.03e+03 1.75 0.584 3.87 12.4 Total LAR Volume eloni
-211 -1.39e+03 1.03e+03 1.24 0.512 : 15.6 Total LAR Volume eloni
-211 -1.39e+03 1.03e+03 0.874 0.278 : 17.3 Total LAR Volume eBrem
-211 -1.39e+03 1.03e+03 0.502 0.372 : 19.4 Total LAR Volume eloni
-211 -1.39e+03 1.03e+03 0.16 0.342 : 20.9 Total LAR Volume eloni
-211 -1.39e+03 1.03e+03 0 0.16 : 21.2 Total LAR Volume eloni

0
1
2
3
4
5
6
-
8
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Validation of the range cut for gamma processes in Geant4

Running the simulation with this option gives an expected speedup of about 6-7% while the
Impact on physics should be negligible by design.

Range cuts are already turned on for the majority of other processes.
Some simple physics tests were already performed and the agreement was good enough in
our opinion to proceed with the physics validation

Range cuts for gamma processes (conv, phot, compt) are turned off by default in Geant4.
It is possible to furn them on with a simple postExec:

—-postExec="from G4AtlasApps.SimFlags import simFlags; simFlags.G4Commands
+= ['/process/em/applyCuts true']"
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Performance with range cut

The raw number of steps in same 1000 ttbar events has changed as follows:

§ electron steps: (7.56e9 - 5.88e9) / 7.56e9 = 22%
§ all steps: (2.64e10 - 2.46e10) / 2.64e10 = 6.8%

Assuming that CPU time is proportional to the number of steps a 6-7% speedup is expected.

Local test

Two jobs with 100 ttbar events were submitted locally on a quiet machine for fiming purposes:

§ no range cut: Ave/Min/Max= 3.67(+- 1.52)/ 1.12/ 9.3[min]
§ w/ range cut: Ave/Min/Max= 3.46(+- 1.39)/ 1.2/ 8.57[min]
Local speedup is about 6%.

Grid jobs
10000 ttbar events were submitted on the GRID to perform the Calo Hits Analysis
jobs with the range cut are in general faster by about 10% in this example
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