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Grid computing, LHC and the ALICE grid

Grid – high performance 
computing clusters 
working together in a 
network, commonly for 
science. ALICE grid: 
centralized control, 
configuration and 
monitoring.

Grid users can send 
applications or jobs to 
process distributed data. 
A user’s application can 
be executed in any 
available server in a 
cluster.

The Large Hadron 
Collider (LHC) 
produces particle 
collision data that is 
distributed around 
the world for 
scientific community 
analysis.

ALICE: A Large Ion 
Collider 
Experiment. 
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Goals of the project

Problems:
• Users can execute any application: arbitrary code 

execution by design.
• Payloads are frequently executed directly on host 

Operating System.
• Network sections are shared.
• Hundreds of thousands of jobs running 

simultaneously.
• Expensive to have many security experts 

monitoring the Grid.

Solutions:
• Security by isolation.
• Isolation for extracting of monitoring data.
• Automated intrusion detection and prevention.
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IDPS
• Based on static rules.
• Previously known attacks.
• Need to be manually update by 

human experts.
• Cannot be automatically 

adapted to new environments.

Virtual Machines
• Full or partial hardware emulation.
• They consume many resources.
• Not practical to run a job per VM.
• Jobs are not isolated from each 

other.

Traditional Solutions: Intrusion detection and prevention systems (IDPS), and 
virtual machines (VM)
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Arhuaco: A Grid computing Security Monitoring and Isolation 
framework

 Linux Containers for Isolating jobs
 Deep Learning for intrusion detection → Grid Jobs – normal vs malware
 Convolutional Neural Networks
 Recurrent Neural Networks
 Generative models for improving training
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Proposed solution: 1. Grid Job execution and network 
isolation

Grid jobs are executed 
inside containers for 
isolation among the 
underlying system and 
other jobs.

Linux containers are a 
lightweight alternative to virtual 
machines. Processes are 
executed over the same kernel.
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Proposed Solutions: 2. Word2vec and convolutional neural networks for 
grid job classification

The input grid 
monitoring data is 
used as text. It is 
preprocessed with 
word2vec to 
transform words into 
vectors of numbers.

The created vectors are the input for the 
convolutional neural network. 

Finally the neural 
network output 
is  the class of the 
gird job trace: 
normal or 
malicious. 7



Proposed Solutions 3: Long short-term memory (LSTM) for synthetic data 
generation:

LSTMs learn a model 
from the input data and 
can generate new data 
similar to the input one.

They provide a feedback 
loop in the hidden layers 
that allows them to 
remember long term 
relationship between the 
input data.
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Implementation: Arhuaco, a proof-of-concept framework

UF (Goethe-
Universität Frankfurt 
am Main) is a testing 
grid site, connected to 
the ALICE grid, utilized 
for testing the PhD 
project.

Real training, validation 
and testing grid job data 
was collected in order to 
evaluate the proposed 
solutions.

• Linux containers: Docker, Docker 
swarm. Deep learning: Keras, 
Theano, TensorFlow, python 3.

• Data collection: system calls - sysdig, 
network connection - The zeek 
network analysis tool.

• Grid middleware - ALICE AliEn.
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Evaluation of Arhuaco
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Evaluation of Arhuaco
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Results of the Arhuaco evaluation: Performance impact

Nat ive Only Docker Arhuaco
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• Same ALICE grid job 
executed 1600 times.

• Runtime measured in 
seconds.

• Native: jobs running over 
the host operation system.

• Docker: jobs running inside 
containers.

• Arhuaco: jobs running 
isolated and monitored.
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Results of the Arhuaco evaluation: deep learning algorithms

System cal ls Network traces
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• Metrics measured as percentage.
• False positive Rate (Best result is close to 0%).
• Accuracy (Best result is close to 100%).
• Sensitivity or True Positive Rate (Same as accuracy).

Network t races normal Network t races generated
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CNN vs. SVM SVM vs. SVM with generated data

• CNN: word2vec + convolutional neural 
network.

• SVM: Bag-of-words + support vector 
machine.
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Summary

• Docker containers can be used to isolate and extract 
behavior information from grid jobs without big 
performance impact.

• Deep learning is highly effective to identify “malicious” grid 
jobs.

• CNNs with word2vec preprocessing provides improved  
accuracy than traditional SVM.

• Synthetic generated data can enhance the training dataset 
coverage for intrusion detection in grid computing.

• Arhuaco increases the security of the grid by a combination 
of isolation and security monitoring.

• Source code available here: 
https://gitlab.com/kuronosec/arhuaco. Licensed under Apache 
2.0. 14

https://gitlab.com/kuronosec/arhuaco


Thank you!
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