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» Fast and furious




~ 36% of open problems in physics involve gravity

g r a V I ty (see www.wikipedia.org/wiki/List_of _unsolved_problems_in_physics)
‘graviti/
noun

1. [Physics]
the force that attracts a body towards the centre of the
earth, or towards any other physical body having mass.

2. extreme importance; seriousness.

3. in the context of fermenting alcoholic beverages, refers
to the specific gravity, or relative density compared to
water, of the wort or must at various stages in the
fermentation.

d
—gravity o alcohol %

dt
= 3 at least a useful “test” of gravity!




Metric: way to describe distance/time

ds® = c?dt? dx'dx?

— 2dt2 — Szt)h?;jd.%idmj
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Specity way 1in which curvature determine/
response to matter

Cosmological Constant




Gravity model
(GR+FLRW)

4_

Data
(CGMB, Supernovae, BAQO,...)

Inconsistency —» Dark matter + Dark energy

ENERGY DISTRIBUTION
OF THE UNIVERSE

DARK
ENERGY

DARK
MATTER

NORMAL MATTER
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Initial Conditions Structure formation Acceleration

Inflation Dark Matter A

Modified gravity Modified Newtonian Modified gravity
(high curvature)? Dynamics? (low curvature)?
Metric Symmetries Standard Matter Theory of Gravity

—dt® + a(t)*d7? oo rer| = S G

Homogeneous & isotropic Einstein's GR
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+ Precision Cos




[Adapted from Verde et al 2011]

How do we proof dark energy?

Our universe is expanding. And that 0.0,
expansion appears to be accelerating. 000760060-0 N\ 0.2
yons

0.04-0.05

But gravity pulls masses together. It does .
not push them apart! onersapeo_ A

Best fit of

For critical
current data

density P.

What is causing the acceleration?

Accelerating
Universe

® High-Z Supernova
Search
Supernova Cosmology
Project

Observed Magnitude

Decelerating
Universe

0.4
Redshift z
| |
0.8 0.7 0.6

Linear scale of the universe relative to today
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Cosmic distance ladder
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Square Kilometre Array (SKA) project (South Africa + Australia) (2016)

Combine the signals received from thousands of small antennas spread over a
distance of more than 3000 km. When operational, as much as 700TB/
second of data will flow from the Square Kilometre Array



http://www.slideshare.net/Hadoop_Summit/big-data-challenges-at-nasa
http://www.slideshare.net/Hadoop_Summit/big-data-challenges-at-nasa

Dark Energy Spectroscopic Instrument (DESI) (USA) (2018)

Will measure the effect of dark energy on the expansion of the universe. It
will obtain optical spectra for tens of millions of galaxies and quasars,
constructing a 3-dimensional map spanning the nearby universe to 10 billion

light years.

The Kitt Peak National Observatory's Mayall
4-meter telescope (Image:
NOAO/AURA/NSF)

A model of the Mayall telescope with a DES

Prime Focus Assembly

Exterior of Kitt Peak Mayall 4-meter

telescope (Image: NOAO/AURA/NSF)
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— Modern surveys will provide large volumes of high quality data

A Blessing

e Unprecedented statistical power

e Great potential for new discoveries

A Curse

e Existing methods are reaching their limits (computational cost,
accuracy) at every step of the science analysis

e Control of systematic uncertainties becomes paramount

— Dire need for novel data analysis techniques to fully realize the

potential of modern surveys.



Surveys usually make either

spectroscopic observations or photometric observations

 Measures the photon count at - 'lakes images using a GCD.
thousands of wavelengths.
- lypically acquired through only

+ Spectrum allows for identitying a handtul of broad-band filters.
chemical components of the

observed object.

Hydrogen

Oxygen

1 I pixals
‘I I ‘ I"I || l MITD — 52414




What about Supernovae? Nobel Prize in Physics 2011

Supernova light curves
"for the discovery of the accelerating expansion

of the Universe through observations of distant
supernovae.'
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Adapted from Chaisson & McMillan

Sketches of supernova spectra
O\~ near maximum light (about 1 week)
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More observations...




2. Da




General
Relativity

Unique theory
of massless g,

Additional
Field




What is bayesian analysis?

General method for updating the probability estimate for a theory as
additional data are acquired.

Likelihood Prior

v
P(x‘Q)P(g) Challenge 2!

Pl ) —> Evidence

Posterior «—— P(0|x) =

The inputs of a Bayesian analysis are of
Likelihood two sorts:

— — —Prior
—— - Posterior

The prior: 1t includes modelling
assumptions, both theoretical and
experimental.

The data: in cosmology, these can be the
temperature of GCMB map, galaxy
redshifts, etc.
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Bayesian model selection

-

Cosmological model Astrophysical data Prior information
(free parameters)

Bayes theorem: update the prior model £ — [ L(0\P(0\d6
probability to the posterior model probability 5 J L(6)P(6)do.

Solution: Multi-nested sampling

Bayes factor: B;; =¢&;/&; [AR.Liddle ct al Phys.Rev.D 74, 123506 (2006)]

where reference model (&;) highest evidence is ACDM

Strength of evidence

Jetireys’s scale:

Strong evidence for model 4
Moderate evidence for model 7
Weak evidence for model @
Inconclusive

Weak evidence for ACDM

Moderate evidence for ACDM

Strong evidence for ACDM
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Tension
H, from local sources ﬂ\\ H, from the sound horizon
e

(Cefeids, SNela) observed from CMB

cvidence 1or a non-constant

Possible solutions

A - o o 4 fadm R it
s g - L e
- LN PO l"‘) e

Model-independent approach

k Inaepenaent samples




+ Deep Learnin;




Deep Learning at scale for cosmology research

e An example of Deep Learning allowing us to handle the volume and

data rate of future surveys

ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

Image courtesy of Andrey Kravtsov and Anatoly Klypin

MACHINE LEARNING

Algorithms whose performance improve

as they are exposed to more data over time ‘ : . Experimenting With the
universe:

Subs_etofmachlnelesamlngln » . Compare simulations to observation
N atwans am o Often use reduced statistics like the power

networks learn from
vast amounts of data 20F ] spectrum

Wayne Hu and Martin White, Scientific American 290N2 44 (2004)
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Simulation x Truth

Reconstructed convergence map on

simulated DES-SV
Pires et al. (2009)



an | ask a Deep Neural Network to infer

») from raw convergence maps?




let us rephrase the question

e | assume a forward graphical model of the observations:

p(x) = p(x|6) p(6)
All | ask is the ability to sample from the model, to obtain
D = {Xi79i}i€N

e | am going to assume g,;(f|x) a parametric conditional density
e Optimize the parameters ¢ of g, according to
min —lo 9,’ X
) Z g 95(0i|x)

In the limit of infinite samples and sufficient flexibility

qs-(0|x) =~ p(6|x)

—> One can asymptomatically recover the posterior by optimizing a
parametric estimator over the Bayesian joint distribution




let us rephrase the question

e | assume a forward graphical model of the observations:

p(x) = p(x|6) p(0)
All | ask is the ability to sample from the model, to obtain
D= {Xivoi}iéN

e | am going to assume q,;(f/|x) a parametric conditional density
e Optimize the parameters ¢ of g, according to
min —lo 9,‘ X
) Z g q4(0i|xi)
In the limit of infinite samples and sufficient flexibility

4~ (01x) ~ p(0]x)

— One can asymptomatically recover the posterior by optimizing a
Deep Neural Network over a simulated training set




| Neural Density Estimation

Bishop (1994)




A deep learning approach to cosmological dark energy

[Escamilla-R, C. M. Carvajal and Capozziello, S. arXiv:1910.02788
Under review (2019)]

@ nput Layer () Hidden Layer @ Output Layer

An Artificial Neural Network (ANN) with four hidden layers and seven nodes
in each hidden layer. The circles (neurons) are connected to each other
through weights and biases (represented here by arrows).
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[Escamilla-R, C. M. Carvajal and Capozziello, S. arXiv:1910.02788
Under review (2019)]




A deep learning approach to cosmological dark energy

[Escamilla-R, C. M. Carvajal and Capozziello, S. arXiv:1910.02788
Under review (2019)]

» Real Data Real Data

~— Loss training
Loss test

Loss training
Loss test
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[Escamilla-R, C. M. Carvajal and Capozziello, S. arXiv:1910.02788
Under review (2019)]




A deep learning approach to cosmological dark energy

[Escamilla-R, C. M. Carvajal and Capozziello, S. arXiv:1910.02788
Under review (2019)]
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quasar
quasar, average in redshift bins
quasar, new XMM-Newton observation

supernova Ia

best fit to all data
standard model based on “local’ data only

3.2 el 15

< Age of the Universe in billion years
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What can deep learning do for cosmology ?

e Open new and powerful ways to look at the data

e Image detection for finding rare astrophysical objects

e New strategies for inference for increasingly complex surveys

e Data driven way of complementing our physical models

e Modeling realistic galaxy morphologies
e Modeling galaxy properties in numerical simulations




T'hank you !
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