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Different measurements of the expansion 
rate, or age, of the Universe do not agree

Combining and comparing probes

Different measurements of matter 
fluctuations may not agree
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New physics?

Dark energy?
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Modeling the Universe
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Tensions?

Different measurements of expansion rate H0, 
equivalently the age of the Universe, do not agree 

Different measurements of matter fluctuations S8  
may not agree
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Cosmic Microwave Background

Planck Collaboration, 2018

Planck Collaboration: Cosmological parameters
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck

TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, c

EE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
c

EE

100

⌘
EE fit

= 1.021;
⇣
c

EE

143
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EE fit

=

0.966; and
⇣
c

EE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E

spectra,
⇣
c

EE

100

⌘
TE fit

= 1.04,
⇣
c

EE

143

⌘
TE fit

= 1.0, and
⇣
c

EE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-
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Cosmic Microwave Background

Planck Collaboration, 2018

Planck Collaboration: Cosmological parameters

Fig. 5. Constraints on parameters of the base-⇤CDM model from the separate Planck EE, T E, and TT high-` spectra combined
with low-` polarization (lowE), and, in the case of EE also with BAO (described in Sect. 5.1), compared to the joint result using
Planck TT,TE,EE+lowE. Parameters on the bottom axis are our sampled MCMC parameters with flat priors, and parameters on the
left axis are derived parameters (with H0 in km s�1Mpc�1). Contours contain 68 % and 95 % of the probability.

Table 1. Base-⇤CDM cosmological parameters from Planck TT,TE,EE+lowE+lensing. Results for the parameter best fits,
marginalized means and 68 % errors from our default analysis using the Plik likelihood are given in the first two numerical
columns. The CamSpec likelihood results give some idea of the remaining modelling uncertainty in the high-` polarization, though
parts of the small shifts are due to slightly di↵erent sky areas in polarization. The “Combined” column give the average of the
Plik and CamSpec results, assuming equal weight. The combined errors are from the equal-weighted probabilities, hence including
some uncertainty from the systematic di↵erence between them; however, the di↵erences between the high-` likelihoods are so small
that they have little e↵ect on the 1� errors. The errors do not include modelling uncertainties in the lensing and low-` likelihoods
or other modelling errors (such as temperature foregrounds) common to both high-` likelihoods. A total systematic uncertainty of
around 0.5� may be more realistic, and values should not be overinterpreted beyond this level. The best-fit values give a represen-
tative model that is an excellent fit to the baseline likelihood, though models nearby in the parameter space may have very similar
likelihoods. The first six parameters here are the ones on which we impose flat priors and use as sampling parameters; the remaining
parameters are derived from the first six. Note that ⌦m includes the contribution from one neutrino with a mass of 0.06 eV. The
quantity ✓MC is an approximation to the acoustic scale angle, while ✓⇤ is the full numerical result.

Parameter Plik best fit Plik [1] CamSpec [2] ([2] � [1])/�1 Combined

⌦bh
2 . . . . . . . . . . . . . 0.022383 0.02237 ± 0.00015 0.02229 ± 0.00015 �0.5 0.02233 ± 0.00015

⌦ch
2 . . . . . . . . . . . . . 0.12011 0.1200 ± 0.0012 0.1197 ± 0.0012 �0.3 0.1198 ± 0.0012

100✓MC . . . . . . . . . . . 1.040909 1.04092 ± 0.00031 1.04087 ± 0.00031 �0.2 1.04089 ± 0.00031
⌧ . . . . . . . . . . . . . . . . 0.0543 0.0544 ± 0.0073 0.0536+0.0069

�0.0077 �0.1 0.0540 ± 0.0074
ln(1010

As) . . . . . . . . . 3.0448 3.044 ± 0.014 3.041 ± 0.015 �0.3 3.043 ± 0.014
ns . . . . . . . . . . . . . . . 0.96605 0.9649 ± 0.0042 0.9656 ± 0.0042 +0.2 0.9652 ± 0.0042

⌦mh
2 . . . . . . . . . . . . 0.14314 0.1430 ± 0.0011 0.1426 ± 0.0011 �0.3 0.1428 ± 0.0011

H0 [ km s�1Mpc�1] . . . 67.32 67.36 ± 0.54 67.39 ± 0.54 +0.1 67.37 ± 0.54
⌦m . . . . . . . . . . . . . . 0.3158 0.3153 ± 0.0073 0.3142 ± 0.0074 �0.2 0.3147 ± 0.0074
Age [Gyr] . . . . . . . . . 13.7971 13.797 ± 0.023 13.805 ± 0.023 +0.4 13.801 ± 0.024
�8 . . . . . . . . . . . . . . . 0.8120 0.8111 ± 0.0060 0.8091 ± 0.0060 �0.3 0.8101 ± 0.0061
S 8 ⌘ �8(⌦m/0.3)0.5 . . 0.8331 0.832 ± 0.013 0.828 ± 0.013 �0.3 0.830 ± 0.013
zre . . . . . . . . . . . . . . . 7.68 7.67 ± 0.73 7.61 ± 0.75 �0.1 7.64 ± 0.74
100✓⇤ . . . . . . . . . . . . 1.041085 1.04110 ± 0.00031 1.04106 ± 0.00031 �0.1 1.04108 ± 0.00031
rdrag [Mpc] . . . . . . . . . 147.049 147.09 ± 0.26 147.26 ± 0.28 +0.6 147.18 ± 0.29
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Mapping the full volume

Fig: A. Raichoor, SDSS
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Galaxy surveysMaps and masks
• Maps built on resolution Nside = 4096, then 

masked and downgraded to 2048, the analysis 
resolution 

• Joint mask for areas of insufficient depth, as in 
Jack’s analysis 

• K map is smoothed with Gaussian of FWHM = 
5.4’: required to cut off K noise from small scales 

• ‘Fake catalogues’ also built for clustering 
measurements with treecorr (as this requires 
catalogues instead of maps) 

• Catalog item created at centre of each map 
pixel 

• Weight of each object equal to pixel value 

• Same for masks, from which fake random 
catalogues are created
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12 C. Chang et al.

�E; 0.2 < z < 1.3

Figure 6. Pixel signal-to-noise (S/N) kE/s(kE ) maps (top) and kB/s(kB) maps (bottom) constructed from the METACALIBRATION catalog for galaxies in
the redshift range of 0.2 < z < 1.3, smoothed by a Gaussian filter of sG = 30 arcminutes. s(kE ) and s(kB) are estimated by Eq. (16).

the lower noise coming from the higher number density of source
galaxies. Structures that show up in a given map are likely to also
show up in the neighbouring redshift bins, since the mass that is
contributing to the lensing in one map is likely to also lens galaxies
in neighbouring redshift bins. This is apparent in e.g. the structures
at (RA, Dec)=(35�, -48�) and (58�, -55�). Next, we compare the
E-mode maps with their B-mode counterpart in Fig. 6 and Fig. 7.
In general, the B-mode maps have lower overall amplitudes. The
mean absolute S/N of the E-mode map is ⇠1.5 times larger than
the B-mode map at this smoothing scale. For a smoothing scale of
sG =80 arcminutes, this ratio increases to ⇠ 2. There are no sig-
nificant correlations between the E- and the B-mode maps in Fig. 6
and Fig. 7: we find that the Pearson correlation coefficients10 are all
consistent with zero, as expected for maps where systematic effects
are not dominant. Comparing the four tomographic B-mode maps

10 The Pearson correlation coefficient two maps X and Y is defined as
h(X � X̄)(Y � Ȳ )i/(sX sY ), where X̄ and Ȳ are the mean pixel values for
the two maps, the hi averages over all pixels in the map, and s indicates the
standard deviation of the pixel values in each map.

in Fig. 7, there is no obvious correlation between the structures in
one map with maps of neighboring redshift bins. We find that the
Pearson correlation coefficient between the second and third (third
and fourth) redshift bins for the B-mode maps is 8 (5.5) times lower
than that for the E-mode maps. The E and B-mode maps for the
lowest redshift bin 0.2 < z < 0.43 have similar levels of S/N, which
is expected since the lensing signal at low redshift is weak and the
noise level is high.

We now examine the second and third moments of the kE
maps similar to the tests in Sec. 5.2. For direct comparison with
simulations, the measurements are done using the map with the full
redshift range 0.2 < z < 1.3 and in the region of 0� <RA< 100�.
Our results are shown in the right panels of Fig. 4, where the mean
and standard deviation of the 12 noisy simulation results are also
overlaid.

We note that we do not expect perfect agreement between the
simulation and data for several reasons: first, the detailed shape
noise incorporated in the simulations is only an approximation to
the METACALIBRATION shape noise. In particular, there is no cor-
relation of the shape noise with other galaxy properties in our sim-

MNRAS 000, 000–000 (0000)

lensing shear/convergencegalaxies or other tracers

(Weak) Gravitational Lensing 

Dark Energy Survey

DES Year 1: Elvin-Poole+ 2018; Chang+ 2018 11



Sloan Digital Sky Survey

Fig: SDSS

2.5m Apache Point telescope, New Mexico
12



Sloan Digital Sky Survey

Fig: SDSS

7

6= (116)

�
I
ij =

C1

4⇡G
rirj� ⇠ C1rirjr

�2
� = C1sij (117)

h�lens|(1 + �source)(�
G + �

I)i (118)

dcom(z) =

Z z

0

cdz
0

H(z0)
(119)

H
2(z) = H

2
0

�
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤

�
(120)

H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ (121)

XX G(z) ⇡ ⌦m(z)
4/7

XX (122)

G(z) ⇡ ⌦m(z)
4/7 (123)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h ˜delta
2

gal(k)i XX (124)

XX �gal(x) XX (125)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h ˜delta
2

gal(k)i XX (126)

XX �gal(x) XX (127)

7

6= (116)

�
I
ij =

C1

4⇡G
rirj� ⇠ C1rirjr

�2
� = C1sij (117)

h�lens|(1 + �source)(�
G + �

I)i (118)

dcom(z) =

Z z

0

cdz
0

H(z0)
(119)

H
2(z) = H

2
0

�
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤

�
(120)

H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ (121)

XX G(z) ⇡ ⌦m(z)
4/7

XX (122)

G(z) ⇡ ⌦m(z)
4/7 (123)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (124)

XX �gal(x) XX (125)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (126)

XX �gal(x) XX (127)

13



10 S. Alam et al.

Figure 3. BAO signals in the measured post-reconstruction power spectrum (left panels) and correlation function (right panels) and predictions of the best-fit
BAO models (curves). To isolate the BAO in the monopole (top panels), predictions of a smooth model with the best-fit cosmological parameters but no BAO
feature have been subtracted, and the same smooth model has been divided out in the power spectrum panel. For clarity, vertical offsets of ±0.15 (power
spectrum) and ±0.004 (correlation function) have been added to the points and curves for the high- and low-redshift bins, while the intermediate redshift
bin is unshifted. For the quadrupole (middle panels), we subtract the quadrupole of the smooth model power spectrum, and for the correlation function we
subtract the quadrupole of a model that has the same parameters as the best-fit but with ✏ = 0. If reconstruction were perfect and the fiducial model were
exactly correct, the curves and points in these panels would be flat; oscillations in the model curves indicate best-fit ✏ 6= 0. The bottom panels show the
measurements for the 0.4 < z < 0.6 redshift bin decomposed into the component of the separations transverse to and along the line of sight, based on
x(p, µ) = x0(p) + L2(µ)x2(p), where x represents either s

2 multiplied by the correlation function or the BAO component power spectrum displayed in the
upper panels, p represents either the separation or the Fourier mode, L2 is the 2nd order Legendre polynomial, p|| = µp, and p? =

p
p2 � µ2p2.

c� 2016 RAS, MNRAS 000, 1–38

BOSS galaxies: Alam+ 2017

Baryon Oscillation Spectroscopic Survey
The BAO standard ruler
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Figure 12. The eBOSS DR14 quasar spherically-averaged BAO signal, in
Fourier- (top; P (k)) and configuration- (bottom; ⇠(s)) space. In order to
isolate the BAO feature, we have subtracted the smooth component of the
best-fit model from the best-fit model and the measurements. In Fourier-
space, we have additionally divided by the smooth component of the best-fit
P (k) model. Each clustering statistic prefers the BAO model to the smooth
model at better than 2.5� and obtains a BAO distance measurement with a
precision slightly greater than 4 per cent.

in Section 6). For both P (k) and ⇠(s), the �
2/dof is less than 1

and the precision is close to 4 per cent, with ⇠(s) obtaining some-
what better precision (3.7 compared to 4.0 per cent). The two mea-
surements differ by only 0.001 in ↵. If anything, the agreement
is surprisingly good. One can compare the orange star, represent-
ing our DR14 measurements, to the locus of mocks in the top
panel of Fig. 10. The bottom panel of the same figure displays
the comparison of the uncertainties we recover from each mea-
surement. Our results are more precise than the average results
but are clearly within the locus of points thus suggesting they are
consistent with any expectations provided by our tests on mocks.
We combine the two likelihoods and obtain a precision of 3.8
per cent. Translating this result to a distance measurement yields
DV (z = 1.52) = 3843 ± 147 (rd/rd,fid) Mpc.

Fig. 13 displays the likelihood and detection significance, in
terms of ��

2, derived from the spherically-averaged correlation
function (purple), power spectrum (burlywood), and their mean
(black). The dashed curve represents the no BAO model; one can

Table 5. Results for BAO fits to the DR14 quasar data. The fiducial ⇠ case
uses data with 8h�1Mpc bin size and centres in the range 35 < s <
180h�1Mpc and the EZmock covariance matrix. For the P the fiducial
case uses data with linear binning of 0.01hMpc�1, in the range 0.02 <
k[hMpc�1] < 0.23 and the EZmocks covariance matrix.

case ↵ �2/dof

DR14 Measurement P (k) + ⇠(s) 0.993± 0.038 –
⇠(s) (combined) 0.991± 0.037 6.2/13
P (k) (combined) 0.992± 0.040 27.7/33

Robustness tests
⇠(s):

fiducial 0.996±0.039 8.6/13
+2 0.996±0.041 6.4/13
+4 0.984±0.033 3.2/13
+6 0.993±0.035 6.0/13
ZPCA (combined) 0.979±0.039 11.7/13
NGC 0.975±0.054 9.4/13
SGC 1.014±0.057 18.9/13
QPM cov 0.994±0.037 9.6/13
�s = 5h�1Mpc 0.990±0.036 15.6/24
no wsys 0.999±0.041 7.4/13
50 < s < 150h�1Mpc 0.997±0.042 7.9/8
⌃nl = 3.0h�1Mpc 0.990±0.036 8.7/13
⌃nl = 9.0h�1Mpc 1.004±0.045 9.6/13
An = 0 1.004±0.039 9.5/16
no B prior 0.997±0.037 8.8/13

P (k):
ZPCA (combined) 0.980± 0.041 28.2/33
fiducial 0.990± 0.041 30.1/33
+1/4 0.985± 0.037 25.4/33
+2/4 0.985± 0.038 25.0/33
+3/4 0.996± 0.042 30.3/33
NGC 0.963± 0.052 15.8/16
SGC 1.018± 0.060 13.8/16
QPM cov 1.000± 0.041 29.7/33
logk - binning 0.997± 0.042 31.6/39
logk - binning, kmax = 0.30hMpc�1 1.002± 0.040 37.0/45
no wsys 0.992± 0.045 29.2/33
kmax = 0.30hMpc�1 0.994± 0.040 53.3/47
⌃nl = 3h�1Mpc 0.990± 0.035 29.6/33
⌃nl = 9h�1Mpc 0.997± 0.050 30.2/33
⌃nl = [6± 3]h�1Mpc 0.987± 0.039 29.9/32
A4 A5 terms 0.983± 0.041 20.6/29
no-mask 0.988± 0.037 28.4/33

observe that the detection significance is greater than 2.8� for both
P (k) and ⇠(s). All of the likelihoods are similarly skewed com-
pared to a Gaussian, as large values of ↵ are not rejected to the
same extent as low values. The black curve represents the eBOSS
DR14 quasar BAO distance measurement. For any cosmological
tests, we recommend directly using this likelihood, which is pub-
licly available13.

Robustness tests for our BAO measurements are shown in the
bottom rows Table 5. We find no particular causes for concern. Im-
portantly, switching from our fiducial choice of redshift to ZPCA

shifts the recovered ↵ by only 0.012 (less than one third �) for both
⇠(s) and P (k) and increases the mean of the P (k) and ⇠(s) un-

13 The BAO likelihood will be released publicly after the results are ac-
cepted by the journal for publication.

MNRAS 000, 2–23 (2017)
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The BAO standard ruler
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Dark Energy Survey

2.2 deg

• DECam (520 Mpix) on 4m Blanco 
Telescope, Cerro Tololo, Chile 

• 1/8 of sky (5000 deg2 - Year 1 = 
1300 deg2) 

• 6 year mission, 525 nights, 
completed Jan 2019 

• grizY filters (photometric redshifts) 

• 300 million galaxies (0 < z < 2) 
>100 million with WL shapes
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Combining probes

Maps and masks
• Maps built on resolution Nside = 4096, then 

masked and downgraded to 2048, the analysis 
resolution 

• Joint mask for areas of insufficient depth, as in 
Jack’s analysis 

• K map is smoothed with Gaussian of FWHM = 
5.4’: required to cut off K noise from small scales 

• ‘Fake catalogues’ also built for clustering 
measurements with treecorr (as this requires 
catalogues instead of maps) 

• Catalog item created at centre of each map 
pixel 

• Weight of each object equal to pixel value 

• Same for masks, from which fake random 
catalogues are created
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�E; 0.2 < z < 1.3

Figure 6. Pixel signal-to-noise (S/N) kE/s(kE ) maps (top) and kB/s(kB) maps (bottom) constructed from the METACALIBRATION catalog for galaxies in
the redshift range of 0.2 < z < 1.3, smoothed by a Gaussian filter of sG = 30 arcminutes. s(kE ) and s(kB) are estimated by Eq. (16).

the lower noise coming from the higher number density of source
galaxies. Structures that show up in a given map are likely to also
show up in the neighbouring redshift bins, since the mass that is
contributing to the lensing in one map is likely to also lens galaxies
in neighbouring redshift bins. This is apparent in e.g. the structures
at (RA, Dec)=(35�, -48�) and (58�, -55�). Next, we compare the
E-mode maps with their B-mode counterpart in Fig. 6 and Fig. 7.
In general, the B-mode maps have lower overall amplitudes. The
mean absolute S/N of the E-mode map is ⇠1.5 times larger than
the B-mode map at this smoothing scale. For a smoothing scale of
sG =80 arcminutes, this ratio increases to ⇠ 2. There are no sig-
nificant correlations between the E- and the B-mode maps in Fig. 6
and Fig. 7: we find that the Pearson correlation coefficients10 are all
consistent with zero, as expected for maps where systematic effects
are not dominant. Comparing the four tomographic B-mode maps

10 The Pearson correlation coefficient two maps X and Y is defined as
h(X � X̄)(Y � Ȳ )i/(sX sY ), where X̄ and Ȳ are the mean pixel values for
the two maps, the hi averages over all pixels in the map, and s indicates the
standard deviation of the pixel values in each map.

in Fig. 7, there is no obvious correlation between the structures in
one map with maps of neighboring redshift bins. We find that the
Pearson correlation coefficient between the second and third (third
and fourth) redshift bins for the B-mode maps is 8 (5.5) times lower
than that for the E-mode maps. The E and B-mode maps for the
lowest redshift bin 0.2 < z < 0.43 have similar levels of S/N, which
is expected since the lensing signal at low redshift is weak and the
noise level is high.

We now examine the second and third moments of the kE
maps similar to the tests in Sec. 5.2. For direct comparison with
simulations, the measurements are done using the map with the full
redshift range 0.2 < z < 1.3 and in the region of 0� <RA< 100�.
Our results are shown in the right panels of Fig. 4, where the mean
and standard deviation of the 12 noisy simulation results are also
overlaid.

We note that we do not expect perfect agreement between the
simulation and data for several reasons: first, the detailed shape
noise incorporated in the simulations is only an approximation to
the METACALIBRATION shape noise. In particular, there is no cor-
relation of the shape noise with other galaxy properties in our sim-

MNRAS 000, 000–000 (0000)

7

BggI ⇠ h�g(k1)�g(k2)�
I(k3)i (115)

� (116)

ri� ⇠ vi (117)

rirj� ⇠ rirjr
�2

� (118)

6= (119)

�
I

ij
=

C1

4⇡G
rirj� ⇠ C1rirjr

�2
� = C1sij (120)

h�lens|(1 + �source)(�
G + �

I)i (121)

dcom(z) =

Z
z

0

cdz
0

H(z0)
(122)

| dcom(z) =

Z
z

0

cdz
0

H(z0)
| (123)

d(z) ⇠

Z
z

0

cdz
0

H(z0)
(124)

| d(z) ⇠

Z
z

0

cdz
0

H(z0)
| (125)

H
2(z) = H

2
0

�
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤

�
(126)

H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ (127)

| H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ | (128)

�8(z) (129)

XX �8(z) XX (130)

XX f(z) ⇡ ⌦m(z)
0.55

XX (131)

f(z) ⇡ ⌦m(z)
0.55 (132)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (133)

XX �gal(x) XX (134)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (135)

XX �gal(x) XX (136)

tH = 1/H0 (137)

| tH = 1/H0 | (138)

H0 = 74± 1.4 km s�1 Mpc�1 (139)

 = �m (140)

4

Plin, PNL (69)

PII(k, z), PGI(k, z) (70)
Z

d
3
k (P ⇥ P ) (71)

! A(k), B(k), . . . (72)

Ci, z, L, fred, . . . (73)

PgI(k, z), Pgg(k, z) (74)

� ⇠
C1⇢crit

4⇡G
@
2� (75)

(76)

�
I
ij = C1sij + C2sikskj + C1��sij + C2��sikskj + · · · (77)

C`, ⇠±, . . . (78)

bv b1
|bv|

b1
. 5⇥ 10�3 (79)

|bv|

b1
⇠

✓
105M�
Mhalo

◆2/3

! ⇠ 10�5-10�4 (80)

|bv|/b1 . 5⇥ 10�3 (81)

E = mc
2 (82)

z ct (83)

�g � CMB (84)

rcc =
⇠gmp
⇠gg⇠mm

⇡ 1�
1

4

✓
b2

b1

◆2

⇠ + · · · (85)

rcc =
⇠gmp
⇠gg⇠mm

⇡ 1�
1

4

✓
b2

b1

◆2

⇠ + · · · (86)

�g / �m (87)

�g = b �m (88)

/� = �m (89){
“3x2 analysis”

6

�g = b �m (95)

CMB = �m (96)

/� = �m (97)

h�g|�gi = ⇠gg ⇠ b
2
�
2
8 (98)

h�g|�i = ⇠mg ⇠ b�
2
8 (99)

h�|�i = ⇠mm ⇠ �
2
8 (100)

| h�g|�gi = ⇠gg ⇠ b
2
�
2
8 | (101)

| h�g|�i = ⇠mg ⇠ b�
2
8 | (102)

| h�|�i = ⇠mm ⇠ �
2
8 | (103)

⌦m, ⌦⇤, As, w (104)

�↵ ⇡ 0.12% (105)

dpr(t) = s(t) =

Z r

0
ds = a(t)

Z r

0

dr
0

p
1� kr02

= a(t)f(r) (106)

dcom(z) = f(r(z)) =

Z r

0

dr
0

p
1� kr02

=

Z t0

te

cdt
0

a(t0)
=

Z z

0

cdz
0

H(z0)
(107)

dL(z) = r(z)(1 + z) (108)

= dcom(z)(1 + z) (flat universe) (109)

dA(z) = r(z)/(1 + z) (110)

= dcom(z)/(1 + z) (flat universe) (111)

xi = x(zi) (112)

xf = x(zf ) (113)

tij ⇠ rirjr
�2 (✓ � �) (114)

10

44

FIG. 3. The cosmic shear correlation functions ⇠+ (top panel) and ⇠� (bottom panel) in DES Y1 in four source redshift bins, including cross
correlations, measured from the METACALIBRATION shear pipeline (see [92] for the corresponding plot with IM3SHAPE); pairs of numbers in
the upper left of each panel indicate the redshift bins. The solid lines show predictions from our best-fit ⇤CDM model from the analysis of all
three two-point functions, and the shaded areas display the angular scales that are not used in our cosmological analysis (see §IV).
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FIG. 2. Top panels: scaled angular correlation function, ✓w(✓), of redMaGiC galaxies in the five redshift bins in the top panel of Figure 1, from
lowest (left) to highest redshift (right) [94]. The solid lines are predictions from the ⇤CDM model that provides the best fit to the combined
three two-point functions presented in this paper. Bottom panels: scaled galaxy–galaxy lensing signal, ✓�t (galaxy-shear correlation), measured
in DES Y1 in four source redshift bins induced by lens galaxies in five redMaGiC bins [93]. Columns represent different lens redshift bins
while rows represent different source redshift bins, so e.g., bin labeled 12 is the signal from the galaxies in the second source bin lensed by
those in the first lens bin. The solid curves are again our best-fit ⇤CDM prediction. In all panels, shaded areas display the angular scales that
have been excluded from our cosmological analysis (see §IV).
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three two-point functions presented in this paper. Bottom panels: scaled galaxy–galaxy lensing signal, ✓�t (galaxy-shear correlation), measured
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have been excluded from our cosmological analysis (see §IV).

galaxies lensing

Elvin-Poole+ 2018 Prat, Sanchez+ 2018
Troxel+ 2018

6

�g = b �m (95)

CMB = �m (96)

/� = �m (97)

h�g|�gi = ⇠gg ⇠ b
2
�
2
8 (98)

h�g|�i = ⇠mg ⇠ b�
2
8 (99)

h�|�i = ⇠mm ⇠ �
2
8 (100)

| h�g|�gi = ⇠gg ⇠ b
2
�
2
8 | (101)

| h�g|�i = ⇠mg ⇠ b�
2
8 | (102)

| h�|�i = ⇠mm ⇠ �
2
8 | (103)

| h�g|�gi = ⇠gg ⇠ b
2
�
2
8 | (104)

| h�g|i = ⇠mg ⇠ b�
2
8 | (105)

| h|i = ⇠mm ⇠ �
2
8 | (106)

⌦m, ⌦⇤, As, w (107)

�↵ ⇡ 0.12% (108)

dpr(t) = s(t) =

Z
r

0
ds = a(t)

Z
r

0

dr
0

p
1� kr02

= a(t)f(r) (109)

dcom(z) = f(r(z)) =

Z
r

0

dr
0

p
1� kr02

=

Z
t0

te

cdt
0

a(t0)
=

Z
z

0

cdz
0

H(z0)
(110)

dL(z) = r(z)(1 + z) (111)

= dcom(z)(1 + z) (flat universe) (112)

18

6

�g = b �m (95)

CMB = �m (96)

/� = �m (97)

h�g|�gi = ⇠gg ⇠ b
2
�
2
8 (98)

h�g|�i = ⇠mg ⇠ b�
2
8 (99)

h�|�i = ⇠mm ⇠ �
2
8 (100)

| h�g|�gi = ⇠gg ⇠ b
2
�
2
8 | (101)

| h�g|�i = ⇠mg ⇠ b�
2
8 | (102)

| h�|�i = ⇠mm ⇠ �
2
8 | (103)

| h�g|�gi = ⇠gg ⇠ b
2
�
2
8 | (104)

| h�g|i = ⇠gm ⇠ b�
2
8 | (105)

| h|i = ⇠mm ⇠ �
2
8 | (106)

⌦m, ⌦⇤, As, w (107)

�↵ ⇡ 0.12% (108)

dpr(t) = s(t) =

Z
r

0
ds = a(t)

Z
r

0

dr
0

p
1� kr02

= a(t)f(r) (109)

dcom(z) = f(r(z)) =

Z
r

0

dr
0

p
1� kr02

=

Z
t0

te

cdt
0

a(t0)
=

Z
z

0

cdz
0

H(z0)
(110)

dL(z) = r(z)(1 + z) (111)

= dcom(z)(1 + z) (flat universe) (112)



Matter fluctuations 15

parameters. So the appropriate Bayes factor for judging con-
sistency of two datasets, D1 and D2, is

R =

P

⇣
~D1,

~D2|M
⌘

P

⇣
~D1|M

⌘
P

⇣
~D2|M

⌘ (V.3)

where M is the model, e.g., ⇤CDM or wCDM. The numerator
is the evidence for both datasets when model M is fit to both
datasets simultaneously. The denominator is the evidence for
both datasets when model M is fit to both datasets individu-
ally, and therefore each dataset determines its own parameter
posteriors.

Before the data were unblinded, we decided that we would
combine results from these two sets of two-point functions if
the Bayes factor defined in Eq. (V.3) did not suggest strong
evidence for inconsistency. According to the Jeffreys scale,
our condition to combine is therefore that R > 0.1 (since
R < 0.1 would imply strong evidence for inconsistency). We
find a Bayes factor of R = 583, an indication that DES Y1
cosmic shear and galaxy clustering plus galaxy–galaxy lens-
ing are consistent with one another in the context of ⇤CDM.

The DES Y1 data were thus validated as internally con-
sistent and robust to our assumptions before we gained any
knowledge of the cosmological parameter values that they im-
ply. Any comparisons to external data were, of course, made
after the data were unblinded.

VI. DES Y1 RESULTS: PARAMETER CONSTRAINTS

A. ⇤CDM

We first consider the ⇤CDM model with six cosmological
parameters. The DES data are most sensitive to two cosmo-
logical parameters, ⌦m and S8 as defined in Eq. (IV.7), so for
the most part we focus on constraints on these parameters.

Given the demonstrated consistency of cosmic shear with
clustering plus galaxy–galaxy lensing in the context of ⇤CDM
as noted above, we proceed to combine the constraints from
all three probes. Figure 5 shows the constraints on ⌦m and
�8 (bottom panel), and on ⌦m and the less degenerate param-
eter S8 (top panel). Constraints from cosmic shear, galaxy
clustering + galaxy–galaxy lensing, and their combination are
shown in these two-dimensional subspaces after marginaliz-
ing over the 24 other parameters. The combined results lead
to constraints

⌦m = 0.267
+0.030
�0.017

S8 = 0.773
+0.026
�0.020

�8 = 0.817
+0.045
�0.056. (VI.1)

The value of ⌦m is consistent with the value inferred from
either cosmic shear or clustering plus galaxy–galaxy lensing
separately. We present the resulting marginalized constraints
on the cosmological parameters in the top rows of Table II.

The results shown in Figure 5, along with previous anal-
yses such as that using KiDS + GAMA data [67], are an
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FIG. 5. ⇤CDM constraints from DES Y1 on ⌦m, �8, and S8

from cosmic shear (green), redMaGiC galaxy clustering plus galaxy–
galaxy lensing (red), and their combination (blue). Here, and in all
such 2D plots below, the two sets of contours depict the 68% and
95% confidence levels.

important step forward in the capability of combined probes
from optical surveys to constrain cosmological parameters.
These combined constraints transform what has, for the past
decade, been a one-dimensional constraint on S8 (which ap-
pears banana-shaped in the ⌦m � �8 plane) into tight con-
straints on both of these important cosmological parameters.
Figure 6 shows the DES Y1 constraints on S8 and ⌦m along
with some previous results and in combination with exter-
nal data sets, as will be discussed below. The sizes of these
parameter error bars from the combined DES Y1 probes are
comparable to those from the CMB obtained by Planck.

In addition to the cosmological parameters, these probes
constrain important astrophysical parameters. The intrinsic
alignment (IA) signal is modeled to scale as AIA(1 + z)

⌘IA ;
while the data do not constrain the power law well (⌘IA =

�0.7 ± 2.2), they are sensitive to the amplitude of the signal:

AIA = 0.44
+0.38
�0.28 (95% CL). (VI.2)

Further strengthening evidence from the recent combined
probes analysis of KiDS [67, 68], this result is the strongest
evidence to date of IA in a broadly inclusive galaxy sam-
ple; previously, significant IA measurements have come from
selections of massive elliptical galaxies, usually with spec-
troscopic redshifts (e.g. [140]). The ability of DES data to
produce such a result without spectroscopic redshifts demon-
strates the power of this combined analysis and emphasizes
the importance of modeling IA in the pursuit of accurate cos-
mology from weak lensing. We are able to rule out AIA = 0

at 99.76% CL with DES alone and at 99.90% CL with the full
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Consistency? 4
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FIG. 2. Left: Posterior distribution of the DES eigenvector �8⌦
0.61
m for the Planck and DES data sets. Center: Posterior

distribution of the two prior-independent eigenvectors of the Low-z (DES+BAO+BBN+Pantheon) and Planck data sets. In
the plot, the eigenvector e1 = ⌦bh

2.55, while the eigenvector e2 = �8⌦
0.71
m is nearly identical to that for DES alone. Right:

Posterior distribution of the Hubble parameter h for Low-z, Planck, and the R19 measurements.

space (�8,⌦m), and is given by

eDES ⇡ �8⌦
0.61
m = 0.370+0.011

�0.009. (2)

The corresponding value of for this same eigenvector in
Planck Collaboration et al. [2] is

ePlanck ⇡ 0.400 ± 0.010. (3)

In practice, the full DES eigenvector includes very small
contributions along the other parameters, but we have
found that these contributions have little impact on our
tension metric. Consequently, throughout this work we
will restrict our presentation to these approximate eigen-
vectors, as they are much easier to interpret. The left
panel of Figure 2 shows the posterior distribution of
ePlanck and eDES. These two measurements are at a 2.2�
tension.

We now extend the DES data set to construct the full
Low-z data set. We follow [17] and combine DES with the
BAO and BBN data sets, and further consider adding the
Pantheon sample of SNe. To test for the consistency of
the DES+BAO+BBN and Pantheon experiments, we ap-
ply our procedure with DES+BAO+BBN as experiment
A and Pantheon as experiment B. In the flat ⇤CDM pa-
rameter space, Pantheon has one well-measured mode,
namely

ePantheon = ⌦m = 0.298 ± 0.022, (4)

as reported in [19]. The value of this same eigenvector in
the DES+BAO+BBN data set is

⌦m = 0.298+0.017
�0.018. (5)

The two measurements are in excellent agreement, and
thus we may safely combine them. This combination
yields the full Low-z data set, upon which we apply

our procedure and find two eigenmodes that are well-
measured:

e1 = ⌦bh
2.55

, (6)

e2 = �8⌦
0.71
m . (7)

The second eigenmode (e2) is nearly identical to the orig-
inal DES eigenmode, while the first eigenmode (e1) repre-
sents the constraining power on h and ⌦b newly gained by
the combination of BAO, BBN, and SNe data sets. Note
that again we are using a synthetic data set for Low-z
in identifying e1 and e2. This synthetic Low-z data set
is constructed in a similar fashion to the aforementioned
synthetic DES data set, i.e. with theory predictions for
the four experiments evaluated at the fiducial parameter
value specified in [16].
We are now ready to perform the three-way consistency

test between Planck, Low-z, and R19, via the following
experiment pairs:

• Planck (A) vs. Low-z (B)

• Planck (A) vs. R19 (B)

• Low-z (A) vs. R19 (B)

The middle panel of Figure 2 shows the results from the
first comparison, namely between Planck and Low-z. The
two data sets are in good agreement along the e1 di-
rection, while exhibiting tension along the e2 direction.
Compared with the Planck vs. DES pair, the overall
tension in the well-measured 2D parameter subspace is
reduced to 1.9� because of the look-elsewhere e↵ect (if
we were to only consider the e2 direction, the estimated
tension would have increased to 2.3�). The right panel of
Figure 2 shows the results from the second and third com-
parisons. As R19 plays the role of experiment B here, we
show the posterior distributions of the Hubble parame-
ter, i.e. the only eigenmode in R19, for the Planck, Low-z,

Park & Rozo 2019 20



Hubble Constant

Hubble 1929

7

BggI ⇠ h�g(k1)�g(k2)�
I(k3)i (115)

� (116)

ri� ⇠ vi (117)

rirj� ⇠ rirjr
�2

� (118)

6= (119)

�
I

ij
=

C1

4⇡G
rirj� ⇠ C1rirjr

�2
� = C1sij (120)

h�lens|(1 + �source)(�
G + �

I)i (121)

dcom(z) =

Z
z

0

cdz
0

H(z0)
(122)

| dcom(z) =

Z
z

0

cdz
0

H(z0)
| (123)

H
2(z) = H

2
0

�
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤

�
(124)

H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ (125)

| H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ | (126)

XX G(z) ⇡ ⌦m(z)
4/7

XX (127)

G(z) ⇡ ⌦m(z)
4/7 (128)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (129)

XX �gal(x) XX (130)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (131)

XX �gal(x) XX (132)

tH = 1/H0 (133)

| tH = 1/H0 | (134)
21



– 49 –

    

34

36

38

40

µ
 (z

,H
0=

73
.2

,q
0,j

0)

Type Ia Supernovae → redshift(z)

     

29

30

31

32

33

SN
 Ia

: m
-M

 (m
ag

)

Cepheids → Type Ia Supernovae

34 36 38 40

 

 

 

 

 

-0.4

0.0

0.4

Δ
 m

ag

SN Ia: m-M (mag)

    

10

15

20

25

Geometry → Cepheids

C
ep

he
id

: m
-M

 (m
ag

)

Milky Way

LMC

M31

N4258

29 30 31 32 33

 

 

 

 

 

-0.4

0.0

0.4

Δ
 m

ag

Cepheid: m-M (mag)

10 15 20 25

-0.4

-0.2

0.0

0.2

0.4

-0.4

0.0

0.4

Δ
 m

ag

Geometry: 5 log D [Mpc] + 25

Fig. 10.— Complete distance ladder. The simultaneous agreement of pairs of geometric and

Cepheid-based distances (lower left), Cepheid and SN Ia-based distances (middle panel) and SN

and redshift-based distances provides the measurement of the Hubble constant. For each step,

geometric or calibrated distances on the x-axis serve to calibrate a relative distance indicator on

the y-axis through the determination of M or H0. Results shown are an approximation to the

global fit as discussed in the text.

Riess+ 2016, 2019

7

BggI ⇠ h�g(k1)�g(k2)�
I(k3)i (115)

� (116)

ri� ⇠ vi (117)

rirj� ⇠ rirjr
�2

� (118)

6= (119)

�
I

ij
=

C1

4⇡G
rirj� ⇠ C1rirjr

�2
� = C1sij (120)

h�lens|(1 + �source)(�
G + �

I)i (121)

dcom(z) =

Z
z

0

cdz
0

H(z0)
(122)

| dcom(z) =

Z
z

0

cdz
0

H(z0)
| (123)

d(z) ⇠

Z
z

0

cdz
0

H(z0)
(124)

| d(z) ⇠

Z
z

0

cdz
0

H(z0)
| (125)

H
2(z) = H

2
0

�
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤

�
(126)

H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ (127)

| H(z) = H0

p
⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦k(1 + z)2 + ⌦⇤ | (128)

�8(z) (129)

XX �8(z) XX (130)

XX f(z) ⇡ ⌦m(z)
0.55

XX (131)

f(z) ⇡ ⌦m(z)
0.55 (132)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (133)

XX �gal(x) XX (134)

XX h�gal(x)�gal(x+ r)i = ⇠gal(r) ! Pgal(k) = h�̃
2
gal(k)i XX (135)

XX �gal(x) XX (136)

tH = 1/H0 (137)

| tH = 1/H0 | (138)

H0 = 74± 1.4 km s�1 Mpc�1 (139)

Distance 
Ladder

22



Sound Horizon

4 The Dark Energy Survey and the South Pole Telescope Collaborations

Prior or Data Set Citation

DV(z = 0.106)/rs = 3.047± 0.137 Beutler et al. (2011)
DV(z = 0.15)/rs = 4.480 ± 0.168 Ross et al. (2015)
DM(z = 0.38)rs,fid/rs = 1512 ± 24 Mpc Alam et al. (2017b)
DM(z = 0.51)rs,fid/rs = 1975 ± 30 Mpc Alam et al. (2017b)
DM(z = 0.61)rs,fid/rs = 2307 ± 37 Mpc Alam et al. (2017b)
H(z = 0.38)rs/rs,fid = 81.2± 2.4 km/s/Mpc Alam et al. (2017b)
H(z = 0.51)rs/rs,fid = 90.9± 2.4 km/s/Mpc Alam et al. (2017b)
H(z = 0.61)rs/rs,fid = 99.0± 2.5 km/s/Mpc Alam et al. (2017b)

100Ωbh
2 = 2.208 ± 0.052 Cooke et al. (2016)

TCMB = 2.7255 ± 0.0006 K Fixsen (2009)

redMaGiC clustering Elvin-Poole et al. (2017)
redMaGiC shear profiles Prat et al. (2017)
Cosmic shear Troxel et al. (2017b)

Table 1. BAO and BBN priors, and DES data sets used in this analysis. The BOSS BAO priors report the comoving angular distance
and Hubble expansion relative to a fiducial sound horizon rs,fid = 147.78 Mpc. In practice, our analysis uses the full covariance matrix for
the BAO measurements quoted above as reported in Alam et al. (2017a) Table 8. The parameter DV(z) is defined via ≡ [D2

McH−1]1/3.

and compute the probability to exceed the observed value
assuming the number of degrees of freedom is equal to
the number of shared parameters. In the above expression,
Ctot = CA + CB is the expected variance of the random
variable pA−pB, with CA and CB being the covariance ma-
trix of the shared cosmological parameters. Both matrices
are marginalized over any additional parameters exclusive
to each data set. We evaluate the Probability-To-Exceed
(PTE) Pχ2 of the recovered χ2 value, and turn it into a
Gaussian-σ using the equation

Pχ2 = erf

(

No. of σ√
2

)

(2)

With this definition, a probability of 1− Pχ2 = 68% (95%)
corresponds to 1σ (2σ) difference. As a reminder, we have
adopted 3σ difference (PTE=0.27%) as our threshold for
“evidence of tension,” and 5σ (PTE = 5.96 × 10−7) as
“definitive evidence of tension.”

Figure 1 shows the Ωm–h degeneracy from the
BAO+BBN data (blue and purple ellipses). Also shown are
the corresponding constraints achieved by the DES Y1 anal-
ysis (solid curves). The two are consistent with each other at
0.6σ. A joint analysis of these data sets (yellow and orange
ellipses) results in

h = 0.672+0.012
−0.010 . (3)

Throughout, we quote the most likely h value, and the error
bars are set by the 68% contour of the posterior. This result
is in excellent agreement with and has similar precision to
that of A17 (h = 0.674 ± 0.013) obtained from combining
our same BAO+BBN data set with BAO measurements in
the Ly-α.

We compare our posterior on H0 to constraints derived
from four fully independent datasets. These are:

• Planck measurements of CMB anisotropies as probed
by the temperature-temperature (TT ) and low-l polar-
ization power spectra. The Planck TT+lowP data con-
strains h when adopting a flat ΛCDM cosmology with

Figure 1. Constraints in the Ωm–h plane from the DES and
BAO+BBN data as labeled. We have adopted a definition in
which Ωm includes the contribution from massive neutrinos. All
inner and outer contours enclose 68% and 95% of the posterior
respectively. Solid black lines show the DES Ωm–h degeneracy,
while the blue and purple contours show the BAO+BBN degen-
eracy. The DES+BAO+BBN contours are shown in yellow and
orange. For reference, we have also included the corresponding
contours for the Planck TT+lowP data set (see text).

minimal neutrino mass. Planck finds h = 0.673 ± 0.010
(Planck Collaboration 2015).

• SPTpol has measured anisotropies in the CMB via the
TE and EE angular power spectra (Henning et al. 2017). In
our fiducial cosmological model, they find h = 0.712±0.021.

• The SH0ES collaboration constrains the Hubble param-
eter by using type-Ia supernovae as standard candles. They
find h = 0.732 ± 0.017 (Riess et al. 2016).

• The H0LiCOW collaboration constrains the Hubble pa-

c⃝ 0000 RAS, MNRAS 000, 000–000
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H0LiCOW XIII: A 2.4% measurement of H0 from lensed quasars 5

Table 1. Lenses in the H0LiCOW sample used in this paper.

Lens name ↵ (J2000) � (J2000) zd zs HST / AO data

B1608+656a 16:09:13.96 +65:32:29.0 0.6304a 1.394b HST

RXJ1131�1231c 11:31:51.6 �12:31:57.0 0.295c 0.654d HST + AO

HE0435�1223e 04:38:14.9 �12:17:14.4 0.4546f,g 1.693h HST + AO

SDSS 1206+4332i 12:06:29.65 +43:32:17.6 0.745j 1.789i HST

WFI2033�4723k 20:33:41.9 �47:23:43.4 0.6575l 1.662h HST

PG 1115+080m 11:18:16.899 +7:45:58.502 0.311n 1.722m HST + AO

a Myers et al. (1995); b Fassnacht et al. (1996); c Sluse et al. (2003); d Sluse et al. (2007); e Wisotzki et al. (2002);
f Morgan et al. (2005); g Eigenbrod et al. (2006); h Sluse et al. (2012); i Oguri et al. (2005);
j Agnello et al. (2016); k Morgan et al. (2004); l Sluse et al. (2019); m Weymann et al. (1980); n Tonry (1998)

1"

(a) B1608+656

1"

(b) RXJ1131�1231

1"

(c) HE0435�1223 (d) SDSS 1206+4332

1"

(e) WFI2033�4723 (f) PG 1115+080

Figure 1. Multicolor images of the six lensed quasars used in
our analysis. The images are created using two or three imag-
ing bands in the optical and near-infrared from HST and/or
ground-based AO data. North is up and east is to the left.
Images for B1608+656, RXJ1131�1231, HE0435�1223, and
WFI2033�4723 are from H0LiCOW I.

in the lens galaxy can mimic intrinsic features in the light
curves.

From the monitoring data, COSMOGRAIL measures
time delays using numerical curve-shifting techniques, which
fit a function to the light curve of each quasar image and find
the time shifts that minimize the di↵erences among them
(Tewes et al. 2013a; Bonvin et al. 2019). These techniques
are made publicly available as a python package named
PyCS2, which also provides tools to estimate the time de-
lays uncertainties in the presence of microlensing. The pack-
age was tested on simulated light curves reproducing the
COSMOGRAIL data with similar sampling and photomet-
ric noise in a blind time delay challenge (Liao et al. 2015).
Bonvin et al. (2016) demonstrated the robustness of the PyCS
curve-shifting techniques by recovering the time delays at a
precision of ⇠ 3% on average with negligible systematic bias.

Tewes et al. (2013b) applied these techniques to
RXJ1131�1231 and measured the longest time delay to
1.5% precision (1�). The time delay of SDSS 1206+4332 was
also measured with PyCS; Eulaers et al. (2013) obtained a
time delay between the two multiple images of �tAB =
111.3±3, with image A leading image B. Birrer et al. (2019)
re-analyzed the same monitoring data with updated and in-
dependent curve-shifting techniques and confirmed this re-
sult. For HE0435�1223, the latest time delay measurement
was obtained with the 13 year-long light curves of the COS-
MOGRAIL program at 6.5% precision on the longest time
delay (Bonvin et al. 2017).

Recently, Courbin et al. (2018) demonstrated that a
high-cadence and high signal-to-noise (S/N) monitoring
campaign can also disentangle the microlensing variability
from the intrinsic variability signal by catching small varia-
tions of the quasar that happen on timescales much shorter
than the typical microlensing variability. It is therefore pos-
sible to disentangle the intrinsic signal of the quasar from
the microlensing signal in a single season. High-cadence data
were used for WFI2033�4723 and PG 1115+080 to measure
time delays at a few percent precision in one season. These
results are in agreement with the time delays measured from
decade-long COSMOGRAIL light curves and are combined
in the final estimate (Bonvin et al. 2018, 2019).

2 Available at http://www.cosmograil.org
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Figure 2. Marginalized H0 for a flat ⇤CDM cosmology with uniform priors. Shown are the H0 posterior PDFs for the individual lens
systems (shaded curves), as well as the combined constraint from all six systems (black line). The median and 16th and 84th percentiles
are shown in the figure legend.

Table 5. Cosmological parameters for various cosmologies from time-delay cosmography only.

Model H0 (km s�1 Mpc�1) ⌦m ⌦⇤ or ⌦DE ⌦k w or w0 wa

U⇤CDM 73.3+1.7
�1.8 0.30+0.13

�0.13 0.70+0.13
�0.13 ⌘ 0 ⌘ �1 ⌘ 0

Uo⇤CDM 74.4+2.1
�2.3 0.24+0.16

�0.13 0.51+0.21
�0.18 0.26+0.17

�0.25 ⌘ �1 ⌘ 0

UwCDM 81.6+4.9
�5.3 0.31+0.11

�0.10 0.69+0.10
�0.11 ⌘ 0 �1.90+0.56

�0.41 ⌘ 0

Uw0waCDM 81.3+5.1
�5.4 0.31+0.11

�0.11 0.69+0.11
�0.11 ⌘ 0 �1.86+0.63

�0.45 �0.05+1.45
�1.37

Reported values are medians, with errors corresponding to the 16th and 84th percentiles.

time-delay distance is only weakly sensitive to ⌦m and ⌦⇤,
so we would expect a similar insensitivity to ⌦k. However,
the fact that time-delay cosmography constrains H0 very
tightly indirectly imposes a tight constraint on curvature
when combined with other probes.

5.2.2 Flat wCDM

We consider a flat wCDM cosmology in which the dark en-
ergy density is not a cosmological constant, but instead is

time-dependent with an equation-of-state parameter w. We
denote the dark energy density parameter as ⌦DE = 1�⌦m.
The w = �1 case corresponds to flat ⇤CDM with ⌦DE =
⌦⇤. We adopt a uniform prior on w in the range [�2.5, 0.5],
keeping the same uniform priors on H0 and ⌦m as in the flat
⇤CDM model.

We show the parameter constraints in Table 5. In Fig-
ure 5, we show the marginalized constraint on H0 in this cos-
mology, which is H0 = 81.6+4.9

�5.3 km s�1 Mpc�1. The com-
bined constraint on H0 appears to be shifted to a higher

MNRAS 000, 1–?? (2019)
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“Tensions between the Early and the Late Universe”
2

Figure 1. Compilation of Hubble Constant predictions and measurements taken from the re-
cent literature and presented or discussed at the meeting. Two independent predictions based on
early-Universe data (Planck Collaboration et al. 2018; Abbott et al. 2018) are shown at the top
left (more utilizing other CMB experiments have been presented with similar findings), while the
middle panel shows late Universe measurements. The bottom panel shows combinations of the
late-Universe measurements and lists the tension with the early-Universe predictions. We stress
that the three variants of the local distance ladder method (SHOES=Cepheids; CCHP=TRGB;
MIRAS) share some Ia calibrators and cannot be considered as statistically independent. Like-
wise the SBF method is calibrated based on Cepheids or TRGB and thus it cannot be considered
as fully independent of the local distance ladder method. Thus the “combining all” value should
be taken for illustration only, since its derivation neglects covariance between the data. The
three combinations based on Cepheids, TRGB, Miras are based on statistically independent
datasets and therefore the significance of their discrepancy with the early universe prediction is
correct - even though of course separating the probes gives up some precision. A fair summary is
that the di↵erence is more than 4 �, less than 6 �, while robust to exclusion of any one method,
team or source. Figure courtesy of Vivien Bonvin.
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Figure 1. Compilation of Hubble Constant predictions and measurements taken from the re-
cent literature and presented or discussed at the meeting. Two independent predictions based on
early-Universe data (Planck Collaboration et al. 2018; Abbott et al. 2018) are shown at the top
left (more utilizing other CMB experiments have been presented with similar findings), while the
middle panel shows late Universe measurements. The bottom panel shows combinations of the
late-Universe measurements and lists the tension with the early-Universe predictions. We stress
that the three variants of the local distance ladder method (SHOES=Cepheids; CCHP=TRGB;
MIRAS) share some Ia calibrators and cannot be considered as statistically independent. Like-
wise the SBF method is calibrated based on Cepheids or TRGB and thus it cannot be considered
as fully independent of the local distance ladder method. Thus the “combining all” value should
be taken for illustration only, since its derivation neglects covariance between the data. The
three combinations based on Cepheids, TRGB, Miras are based on statistically independent
datasets and therefore the significance of their discrepancy with the early universe prediction is
correct - even though of course separating the probes gives up some precision. A fair summary is
that the di↵erence is more than 4 �, less than 6 �, while robust to exclusion of any one method,
team or source. Figure courtesy of Vivien Bonvin.
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FIG. 3. Low-z, Planck, and R19 constraints in the e2–h (�8⌦
0.71
m –h) parameter subspace. We emphasize that the parameter

combination �8⌦
0.71
m is very nearly prior independent in the Low-z data set, and is associated with the lensing strength of the

low redshift Universe. The Hubble parameter constraint from the Low-z data set is driven by the same early Universe physics
that lead to the Planck counterpart, but constitutes a fully independent calibration of the sound horizon scale. The excellent
agreement between Planck and Low-z on the Hubble parameter paints a consistent picture of the sound horizon, and suggests
that reconciling these values with R19 will require modification to early Universe physics. In contrast, the e2 tension between
Planck and Low-z data sets reflect a di↵erence between the lensing strength predicted from Planck based on the early Universe
and the low redshift measurements. Reconciling these two results will therefore require altering late-time Universe physics,
likely those associated with the current accelerated phase of expansion. Put together, the results shown here point towards two
very distinct failures of the standard flat ⇤CDM paradigm.

and R19 data sets. We recover a 4.0� tension between
Planck and R19, and a 3.7� tension between the Low-z
and R19 data sets.

V. DISCUSSION

Figure 3 summarizes the di↵erent tensions identified in
our analysis. The figure shows the posterior distribution
from each of the three data sets considered here in the
e2–h (�8⌦0.71

m –h) plane. We do not showcase the first
eigenvector e1 (⌦bh

2.55) because the Low-z and Planck
results are in good agreement along this direction.

Along the h direction, both Planck and Low-z are in

tension with R19. These two measurements share a com-
mon theoretical model for the sound horizon scale rs, but
are otherwise fully independent. That is, the Low-z mea-
surement constitutes a new, completely independent cal-
ibration of the sound horizon scale. The excellent agree-
ment between the Planck and Low-z measurements of h
suggests that the evolution of the angular diameter dis-
tance in the flat ⇤CDM model is correct, though a con-
spiracy of cancelling errors at two epochs is still a possi-
bility. In absence of such a conspiracy, reconciling these
two experiments with R19 will require a modification of
the early Universe physics capable of impacting the sound
horizon scale. Recently, Aylor et al. [20] reached a similar
conclusions from an in-depth analysis of the acoustic fea-
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What’s next?

LIGO

Simons Obs, CMB-S4

DESI Euclid, WFIRST

LSST (VRST?) 29



Summary

Combining and comparing multiple probes provides 
the most powerful tests of the cosmological model

Tensions in the expansion rate (H0) and matter 
fluctuations (S8) hint at potential new physics

30



The future is bright…
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H0 tension: new physics?
22 Riess et al.

Figure 4. The 4.4σ difference between local measurements of H0 and the value predicted from
Planck+ΛCDM. We show local results presented by Riess et al. (2016), reanalysis by C16 (Cardona et al.
2017), FK17 (Follin & Knox 2017), or FM18 (Feeney et al. 2017), the HOLiCOW lensing results from Bir-
rer18 (Birrer et al. 2018), a replacement of optical SN data with NIR in DJL17 (Dhawan et al. 2017) and
B18 (Burns et al. 2018), and a revised geometric anchor from HST and Gaia DR2 parallaxes (R18a,b).
Other early universe scales are shown in blue. Possible physics causes for a 2–4% change in H0 include time-
dependent dark energy or nonzero curvature, while a larger 5–8% difference may come from dark matter
interaction, early dark energy or additional relativistic particles.

DES+BAO+BBN
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Self-interacting neutrinos?

Kreisch+ 2019
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FIG. 4: 2D posteriors for S8 and H0 illustrating how neutrino self-interactions can remedy cosmological tensions.
We compare the Planck TT + lens + BAO ⇤CDM posterior to the SI⌫ and MI⌫ posteriors for TT + lens + BAO.

We overlay 2� bands for the measurements S8 = 0.427 ± 0.016 [79] and H0 = 73 ± 1.75 km/s/Mpc [73].

TABLE II: TT + lens + BAO + H0 Constraints: Parameter 68% Confidence Limits

Parameter Strongly Interacting Neutrino Mode Moderately Interacting Neutrino Mode
⌦bh

2 0.02245+0.00029

�0.00033
0.02282 ± 0.00030

⌦ch
2 0.1348+0.0056

�0.0049
0.1256+0.0035

�0.0039

100✓MC 1.04637 ± 0.00056 1.04062+0.00049

�0.00056

⌧ 0.080 ± 0.031 0.127+0.034

�0.029P
m⌫ [eV] 0.42+0.17

�0.20
0.40+0.17

�0.23

Ne↵ 4.02 ± 0.29 3.79 ± 0.28
log

10
(Ge↵MeV2) �1.35+0.12

�0.066
�3.90+1.0

�0.93

ln(1010
As) 3.035 ± 0.060 3.194+0.068

�0.056

ns 0.9499 ± 0.0098 0.993+0.013

�0.012

H0 [km/s/Mpc] 72.3 ± 1.4 71.2 ± 1.3
⌦m 0.3094 ± 0.0083 0.3010 ± 0.0080
�8 0.786 ± 0.020 0.813+0.023

�0.020

109
As 2.08+0.11

�0.13
2.44 ± 0.15

109
Ase

�2⌧ 1.771 ± 0.016 1.892+0.019

�0.017

r⇤ [Mpc] 136.3 ± 2.4 139.1 ± 2.3
100✓⇤ 1.04604 ± 0.00056 1.04041+0.00058

�0.00064

DA [Gpc] 13.03 ± 0.23 13.37 ± 0.21
rdrag [Mpc] 138.8 ± 2.5 141.6 ± 2.3

TABLE III: Comparison to ⇤CDM for TT + lens + BAO + H0

Parameter Strongly Interacting Neutrino Mode Moderately Interacting Neutrino Mode

��
2

low ` 0.66 �0.75
��

2

high ` �1.15 1.08
��

2

lens 0.06 �0.24
��

2

H0
�6.68 �6.12

��
2

BAO �0.81 �0.36

��
2

Total �7.91 �6.39
�AIC �1.91 �0.39
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Modeling and inference

• Cosmological signal, including nonlinearities 

• Observational effects: shear measurement, atmosphere 

• Astrophysics: “baryonic” effects, galaxy bias and alignments 

• Full covariance (~450 data points) 

• Blind analysis 

• Modeling and methods: Krause+ 2017, MacCrann+ 2018, 
Blazek+ 2017, …
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Table 1: DES-Y1 mean redshifts of the four tomographic bins
calibrated with COSMOS-2015 (T18) and spectroscopic red-
shifts (this work). The spectroscopic calibration consistently
favors distributions with larger mean redshifts compared to
COSMOS-2015 (the same is found for the median redshifts).

Tom. COSMOS-2015 Spec-z (DIR)
bin < z > < z >
1 0.389 ± 0.016 0.403 ± 0.008
2 0.507 ± 0.013 0.560 ± 0.014
3 0.753 ± 0.011 0.773 ± 0.011
4 0.949 ± 0.022 0.984 ± 0.009

shifts for the combined spectroscopic calibration sample6. The
outliers in the COSMOS-2015 photo-z are problematic because
their e↵ect is most probably asymmetric. Outliers that are truly
objects at high-z but are assigned a low COSMOS-2015 photo-z
are more likely to fall inside the DES-Y1 tomographic bins than
outliers that are bona-fide low-z galaxies but are assigned a high
COSMOS-2015 photo-z. Additionally, the bias in the core of the
zspec � zphot distribution is in the same direction, i.e. overall the
redshifts are underestimated by the COSMOS-2015 photo-z.

In the DES-Y1 analyses, the case is made that a spectro-
scopic determination of the source redshift distributions would
not be su�ciently accurate due to the incompleteness of the
existing spectroscopic surveys at the faint end of the DES ob-
servations (Hoyle et al. 2018). We find, however, that even the
deeper KV450 source sample is well covered by our spectro-
scopic compilation, implying that the coverage should also be
su�cient for the calibration of the DES-Y1 sample. This is con-
firmed by a SOM approach to redshift calibration (Masters et al.
2015) that will be presented in Wright et al. (in prep.). DES-
Y1 overlaps with almost the same deep spectroscopic redshift
surveys that were used by H18. As shown in Fig. 2 (inset), this
overlap contains some 30,000 objects with spectroscopic red-
shifts from zCOSMOS (Lilly et al. 2009), the DEEP2 Redshift
Survey (Newman et al. 2013), the VIMOS VLT Deep Survey
(VVDS; Le Fèvre et al. 2013), and the Chandra Deep Field South
(CDFS; Vanzella et al. 2008; Popesso et al. 2009; Balestra et al.
2010; Le Fèvre et al. 2013). We find that the KV450 source
sample is well covered as long as spectroscopic redshifts from
DEEP2 – the highest-redshift calibration survey – are included
and the same is true for DES-Y1.

The KV450 and DES-Y1 spectroscopic calibration samples
used here di↵er in detail: DES-Y1 overlaps on the sky with
VVDS in both the Deep (2h) and Wide (22h) fields compared
to only the Deep (2h) field for KV450, and the DES-Y1 calibra-
tion does not include the 23h field of DEEP2 and the GAMA-
G15Deep sample (Kafle et al. 2018) which are included in the
KV450 calibration. Overall, we obtain the DES-Y1 and KV450
redshift distributions using five and six spectroscopic calibration
samples, respectively, of which four are identical7. Note that no
shear data from these calibration fields are used in both the KiDS
and DES cosmological analyses, maintaining independence in
the measured shear correlation functions from the two surveys.

Figure 2 shows that the spectroscopic calibration shifts DES-
Y1 redshift distributions to higher redshifts compared to the
original photo-z recalibration with COSMOS-2015, consistent
6 We show that the change in the estimated redshift distributions from
catastrophic spec-z failures in the spectroscopic compilation is negligi-
ble in Wright et al. (in prep.).
7 Note that the exact area in each of these fields di↵ers slightly between
surveys because of the di↵erent footprints of KiDS and DES.
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Fig. 3: Marginalized posterior contours in the S 8 – ⌦m plane
(inner 68% CL, outer 95% CL) for KV450 (green), DES-Y1 fol-
lowing a spectroscopic calibration of the redshift distributions
and identical setup to the KV450 analysis (purple), the above
combined (pink), and Planck 2018 (orange).

with the findings of H18. Mean redshifts of the four tomographic
bins are reported in Table 1 for both cases. The spectroscopically
determined distributions peak closer to the centre of the corre-
sponding tomographic bins, and contain higher-redshift galax-
ies. These shifts between the spectroscopically estimated and
published DES-Y1 n(z) are significant because of their coher-
ence, i.e. all tomographic bins shift in the same direction. We
emphasize that widening the priors on the uncorrelated �zi nui-
sance parameters cannot account for such a coherent shift as this
is fully degenerate with the cosmological parameters of interest
(see the discussion at the end of section 3 in H18).

4. Cosmological impact of DES-Y1 n(z) recalibration
and combined constraints with KV450

We now quantify the impact of the spectroscopic calibration of
the DES-Y1 redshift distributions on the cosmological parame-
ter constraints. As it is now on an equal footing with KV450,
we moreover perform a combined analysis of the two surveys,
shown in Fig. 3.

The DES-Y1 constraint following the spectroscopic calibra-
tion of the redshift distributions is S 8 = 0.763+0.037

�0.031. Compared
to using the original redshift distributions, this is a change in
the posterior mean by �S 8 = �0.030 and a marginal (5%) im-
provement in the S 8 uncertainty. We verified that this shift in S 8
is largely recovered by coherently shifting the original DES-Y1
redshift distributions by the �zi di↵erence with the spectroscop-
ically calibrated distributions as reported in Table 1 (i.e. changes
in the structure of the ni(z) have a subdominant impact on S 8).
This substantial change in the DES-Y1 constraint highlights the
importance of the redshift calibration. The size of �S 8 corre-
sponds to a 0.8� shift in terms of the larger DES uncertainty
in the KV450 setup, and a 1.1� shift in terms of the original
DES-Y1 uncertainty quoted in T18. The DES-Y1 constraint us-
ing a KV450 analysis setup and spectroscopically calibrated red-
shift distributions is di↵erent from the Planck 2018 constraint on
S 8 by 1.9�. The goodness of fit with the spectroscopically cali-
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KiDS +DES re-analysis 
Joudaki+ 2019

The KiDS Collaboration: Combined analysis of KV450 and DES-Y1

Fig. 2: DES-Y1 redshift distributions for the four tomographic bins (in black, blue, cyan, red, respectively), showing the publicly
released distributions (dashed) and the spectroscopically determined distributions using the DIR approach (solid). The distributions
based on spectroscopy are systematically shifted to larger redshifts compared to the original distributions (accounting for �zi), and
hence favor a lower value of S 8 compared to the original DES-Y1 analysis in T18. See Table 1 for the mean redshifts of the di↵erent
tomographic bins for the two approaches. The vertical dotted lines denote the tomographic bin boundaries. The small inset shows
the redshift distribution of the matched photometry/spectroscopy catalogue for DES-Y1 containing approximately 30, 000 objects
used in the DIR method. The spectroscopic calibration samples are obtained from zCOSMOS, VVDS-Deep (2h), CDFS, DEEP2
(2h), VVDS-Wide (22h). We do not show the uncertainties in the n(z) for visual clarity (instead see Table 1 for uncertainties in the
mean redshifts).

The KV450 constraint on S 8 = 0.734+0.043
�0.034 corresponds to

a 2.4� discrepancy with Planck 2018. The original DES-Y1
cosmic shear constraint from the publicly released chain4 is
S 8 = 0.778+0.030

�0.024 (we note that T18 quotes the marginal pos-
terior maximum of 0.782 instead of the more common poste-
rior mean given here). Compared with the corresponding Planck
2018 result, where the neutrino mass varies, this is a 1.7� dif-
ference. The DES-Y1 constraint using the KV450 setup is S 8 =
0.793+0.037

�0.034, which di↵ers by 1.0� from both the Planck 2018
and KV450 constraints. This change reflects a shift in the poste-
rior mean and an increase in uncertainty as a result of using hm-
code instead of halofit, wider priors on the amplitude and spec-
tral index of the primordial power spectrum, uniformly sampling
ln(1010As) instead of As, and fixing the sum of neutrino masses
instead of varying it.

We note that when KV450 and DES-Y1 are homogenized
to the same assumptions and using the fiducial angular scales,
the constraining power of the two datasets is comparable, with
the DES-Y1 uncertainty in S 8 smaller by 8% (instead of 30%
smaller uncertainty when simply comparing the DES-Y1 con-
straint in T18 with the KV450 constraint in H18). However, this
does not account for the improvement in the DES-Y1 constrain-
ing power when extending the scale cuts from the fiducial ap-
proach in T18 to better agree with the range of angular scales ✓
probed by KV450. We find that such a modification to the angu-
lar scales (such that {✓+ > 3, ✓� > 7} arcmin for all tomographic
bin combinations) in our correlation function analysis improves
the DES-Y1 uncertainty in S 8 by approximately 30% (with a
0.5� decrease in the posterior mean) after marginalizing over
baryonic feedback, increasing the deviation from Planck.

4 http://desdr-server.ncsa.illinois.edu/despublic/
y1a1_files/chains/s_l3.txt

3. Spectroscopic determination of the DES-Y1
source redshift distributions

The redshift distributions for DES and HSC have so far been
obtained by using data from the 30-band photometric dataset
‘COSMOS-2015’ (Laigle et al. 2016). In HSC-Y1, the fiducial
redshift distributions are obtained as a histogram of reweighted
COSMOS-2015 photometric redshifts (using the weights of the
HSC source galaxies and a self-organizing map, or ‘SOM’), and
the uncertainties in these distributions are obtained by compar-
ing against the photometric redshift distributions from six dif-
ferent codes where the probability distribution functions of the
source galaxy redshifts are stacked (Hikage et al. 2019). In DES-
Y1, the Bayesian photometric redshift code bpz (Benítez 2000) is
used to compute a stacked redshift distribution, which is shifted
along the redshift axis to best fit a combination of resampled
COSMOS-2015 redshift distributions and (for the first three to-
mographic bins) the clustering of the DES source galaxies and
a high-quality photo-z reference sample (redMaGiC; Rozo et al.
2016) over a limited redshift range (Hoyle et al. 2018).

To compare these approaches to direct spectroscopic deter-
mination, which fully decouples the photo-z from the determi-
nation of the n(z), H18 considered a DIR estimate of the KV450
redshifts with the help of COSMOS-2015, finding a coherent
downward shift in the redshift distributions and a consequent in-
crease in the posterior mean for S 8. H18 argue that estimating
the redshift distributions from COSMOS-2015 might however
be unreliable given the ‘catastrophic outlier’ fraction of ⇠6% in
the magnitude range 23 < i < 24 reported in Laigle et al. (2016)5

and a residual photo-z bias of hzspec � zphoti ⇡ 0.02 after rejec-
tion of outliers. This can be compared to ⇠1% unreliable red-

5 For 22 < i < 23, the outlier rate is significant at 3.5% (O. Ilbert,
private communication).
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tial bootstrap resampling of the spectroscopic calibration sam-
ple and propagated in the cosmological analysis as ni(z) !
ni(z � �zi) (H18).

The DIR approach has been found to produce results consis-
tent with other n(z) estimation techniques, such as the angular
cross-correlation of photometric and spectroscopic galaxy sam-
ples (where the spectroscopic samples are obtained from over-
lapping wide and shallow surveys; Morrison et al. 2017; John-
son et al. 2017). In H18, it was also shown that the cosmological
constraints from KV450 are robust to the specific combination of
spectroscopic calibration samples used to obtain the DIR n(z) as
long as the spectroscopic datasets provide a su�cient coverage
in depth and redshift.

Both DES and HSC calibrate their redshift distributions with
a high-quality photometric redshift catalogue in the COSMOS
field (Laigle et al. 2016). Although both analyses account for
statistical uncertainties in the redshift distributions, here we ar-
gue that the systematic uncertainties might be underestimated
and could lead to a bias in the cosmological constraints due to
outliers in the COSMOS catalogue. As the DES-Y1 data are
slightly shallower than KiDS, which matches the depth of the
public spectroscopic redshift catalogues, we quantify this poten-
tial bias by spectroscopically calibrating the DES-Y1 redshift
distributions1. Using these newly determined n(z), we evaluate
the impact on the cosmological constraints, and perform a com-
bined cosmological analysis with KV450.

2. KV450 and DES-Y1 cosmological constraints
with a homogenized analysis

To meaningfully compare the cosmological constraints from
KV450 and DES-Y1, we begin by homogenizing the cosmo-
logical priors and treatment of astrophysical systematic uncer-
tainties (Fig. 1). We consider the KV450 and DES-Y1 measure-
ments and covariance in H18 and T18, respectively. We do not
remeasure the respective data vectors and covariance, and use
only the angular scales advocated in H18 and T18. As KV450
and DES-Y1 observations do not overlap on the sky, we treat the
two surveys as distinct.

The cosmological constraints on KV450 and DES-Y1 are
obtained using the CosmoLSS2 likelihood code (Joudaki et al.
2018) in a Markov Chain Monte Carlo (MCMC) analysis. This
code has been used to benchmark the LSST-DESC Core Cos-
mology Library’s (CCL; Chisari et al. 2019) computation of to-
mographic cosmic shear, galaxy-galaxy lensing, and galaxy clus-
tering observables. For completeness, we reproduced the Cos-
moLSS DES-Y1 constraints with both CosmoSIS (Zuntz et al.
2015) and the Planck Collaboration’s lensing likelihood in Cos-
moMC (Aghanim et al. 2018). In H18, we moreover showed that
the KV450 constraints from CosmoLSS, CosmoSIS, and Monte
Python (Audren et al. 2013) are in excellent agreement.

For both surveys, we implement the cosmological priors of
H18 (see Table 3 therein). In the case of DES-Y1, this includes
not only a change in the size of the parameter priors, but notably
also a change in the size of the parameter space by fixing the
sum of neutrino masses to 0.06 eV instead of varying it freely,
a change in the uniform sampling of As ! ln(1010As), and a
change from halofit (Takahashi et al. 2012) to hmcode (Mead
et al. 2015) for the modeling of the nonlinear corrections to the

1 The HSC-Y1 shear catalogues were not publicly released at the time
of this work, and their greater depth also makes a direct spectroscopic
calibration infeasible.
2 https://github.com/sjoudaki/CosmoLSS
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Fig. 1: Marginalized posterior contours in the S 8 –⌦m plane (in-
ner 68% CL, outer 95% CL). We show the KV450 constraints
in green (solid) using an analysis setup that follows H18, but
including an additional redshift dependence of the IA signal (de-
noted ‘KV450’). In black (dashed), we show the DES-Y1 con-
straints corresponding to the original T18 analysis, noting that
the sum of neutrino masses is varied in this analysis (and hence
the contour should not be directly compared with the orange
(solid) Planck 2018 contour where neutrino mass is fixed). The
blue (solid) contours show the DES-Y1 constraints where an
identical setup to the KV450 analysis is used (along with the
original DES-Y1 redshift distributions).

matter power spectrum. Compared to the fiducial DES-Y1 and
KV450 analyses, we also switch from Multinest (Feroz et al.
2009) to MCMC sampling of the parameter space. Following
H18, we allow baryonic feedback to modify the nonlinear matter
power spectrum. This does not particularly a↵ect the DES-Y1
constraints given the conservative scale cuts in T18. We keep the
shear calibration and photometric redshift uncertainties distinct
between the two surveys (given by Table 2 in T18 and Table 3 in
H18, respectively).

Conservatively, we allow KV450 and DES-Y1 to have inde-
pendent parameters governing the IA, using both an amplitude
and redshift dependence (as a result, in the combined KV450
+ DES-Y1 analysis there are 4 free IA parameters). We use a
pivot redshift of z0 = 0.3, in agreement with past KiDS analy-
ses and direct measurements of the IA (e.g. Mandelbaum et al.
2011; Joachimi et al. 2011). We find that the S 8 constraints are
robust to the specific treatment of the IA, such as removal of the
redshift dependence or by assuming that the IA parameters are
shared between the two surveys.

We compare the KV450 and DES-Y1 constraints with the
Planck 2018 cosmic microwave background (CMB) temperature
and polarization measurements (Aghanim et al. 2018)3, where
the ‘TT,TE,EE+lowE’ data combination gives S 8 = 0.834+0.016

�0.016.
We exclude the CMB lensing measurements to isolate the high-
redshift CMB temperature and polarization constraint on cos-
mology from the low-redshift Universe.
3 Our comparisons are against the public chains, as the Planck 2018
likelihood has not been publicly released. This is not fully self-
consistent given the mostly narrower prior ranges used by Planck (com-
pared to our KV450 and DES-Y1 runs), but has a negligible impact
given the constraining power of the Planck dataset.
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Table 1: DES-Y1 mean redshifts of the four tomographic bins
calibrated with COSMOS-2015 (T18) and spectroscopic red-
shifts (this work). The spectroscopic calibration consistently
favors distributions with larger mean redshifts compared to
COSMOS-2015 (the same is found for the median redshifts).

Tom. COSMOS-2015 Spec-z (DIR)
bin < z > < z >
1 0.389 ± 0.016 0.403 ± 0.008
2 0.507 ± 0.013 0.560 ± 0.014
3 0.753 ± 0.011 0.773 ± 0.011
4 0.949 ± 0.022 0.984 ± 0.009

shifts for the combined spectroscopic calibration sample6. The
outliers in the COSMOS-2015 photo-z are problematic because
their e↵ect is most probably asymmetric. Outliers that are truly
objects at high-z but are assigned a low COSMOS-2015 photo-z
are more likely to fall inside the DES-Y1 tomographic bins than
outliers that are bona-fide low-z galaxies but are assigned a high
COSMOS-2015 photo-z. Additionally, the bias in the core of the
zspec � zphot distribution is in the same direction, i.e. overall the
redshifts are underestimated by the COSMOS-2015 photo-z.

In the DES-Y1 analyses, the case is made that a spectro-
scopic determination of the source redshift distributions would
not be su�ciently accurate due to the incompleteness of the
existing spectroscopic surveys at the faint end of the DES ob-
servations (Hoyle et al. 2018). We find, however, that even the
deeper KV450 source sample is well covered by our spectro-
scopic compilation, implying that the coverage should also be
su�cient for the calibration of the DES-Y1 sample. This is con-
firmed by a SOM approach to redshift calibration (Masters et al.
2015) that will be presented in Wright et al. (in prep.). DES-
Y1 overlaps with almost the same deep spectroscopic redshift
surveys that were used by H18. As shown in Fig. 2 (inset), this
overlap contains some 30,000 objects with spectroscopic red-
shifts from zCOSMOS (Lilly et al. 2009), the DEEP2 Redshift
Survey (Newman et al. 2013), the VIMOS VLT Deep Survey
(VVDS; Le Fèvre et al. 2013), and the Chandra Deep Field South
(CDFS; Vanzella et al. 2008; Popesso et al. 2009; Balestra et al.
2010; Le Fèvre et al. 2013). We find that the KV450 source
sample is well covered as long as spectroscopic redshifts from
DEEP2 – the highest-redshift calibration survey – are included
and the same is true for DES-Y1.

The KV450 and DES-Y1 spectroscopic calibration samples
used here di↵er in detail: DES-Y1 overlaps on the sky with
VVDS in both the Deep (2h) and Wide (22h) fields compared
to only the Deep (2h) field for KV450, and the DES-Y1 calibra-
tion does not include the 23h field of DEEP2 and the GAMA-
G15Deep sample (Kafle et al. 2018) which are included in the
KV450 calibration. Overall, we obtain the DES-Y1 and KV450
redshift distributions using five and six spectroscopic calibration
samples, respectively, of which four are identical7. Note that no
shear data from these calibration fields are used in both the KiDS
and DES cosmological analyses, maintaining independence in
the measured shear correlation functions from the two surveys.

Figure 2 shows that the spectroscopic calibration shifts DES-
Y1 redshift distributions to higher redshifts compared to the
original photo-z recalibration with COSMOS-2015, consistent
6 We show that the change in the estimated redshift distributions from
catastrophic spec-z failures in the spectroscopic compilation is negligi-
ble in Wright et al. (in prep.).
7 Note that the exact area in each of these fields di↵ers slightly between
surveys because of the di↵erent footprints of KiDS and DES.
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Fig. 3: Marginalized posterior contours in the S 8 – ⌦m plane
(inner 68% CL, outer 95% CL) for KV450 (green), DES-Y1 fol-
lowing a spectroscopic calibration of the redshift distributions
and identical setup to the KV450 analysis (purple), the above
combined (pink), and Planck 2018 (orange).

with the findings of H18. Mean redshifts of the four tomographic
bins are reported in Table 1 for both cases. The spectroscopically
determined distributions peak closer to the centre of the corre-
sponding tomographic bins, and contain higher-redshift galax-
ies. These shifts between the spectroscopically estimated and
published DES-Y1 n(z) are significant because of their coher-
ence, i.e. all tomographic bins shift in the same direction. We
emphasize that widening the priors on the uncorrelated �zi nui-
sance parameters cannot account for such a coherent shift as this
is fully degenerate with the cosmological parameters of interest
(see the discussion at the end of section 3 in H18).

4. Cosmological impact of DES-Y1 n(z) recalibration
and combined constraints with KV450

We now quantify the impact of the spectroscopic calibration of
the DES-Y1 redshift distributions on the cosmological parame-
ter constraints. As it is now on an equal footing with KV450,
we moreover perform a combined analysis of the two surveys,
shown in Fig. 3.

The DES-Y1 constraint following the spectroscopic calibra-
tion of the redshift distributions is S 8 = 0.763+0.037

�0.031. Compared
to using the original redshift distributions, this is a change in
the posterior mean by �S 8 = �0.030 and a marginal (5%) im-
provement in the S 8 uncertainty. We verified that this shift in S 8
is largely recovered by coherently shifting the original DES-Y1
redshift distributions by the �zi di↵erence with the spectroscop-
ically calibrated distributions as reported in Table 1 (i.e. changes
in the structure of the ni(z) have a subdominant impact on S 8).
This substantial change in the DES-Y1 constraint highlights the
importance of the redshift calibration. The size of �S 8 corre-
sponds to a 0.8� shift in terms of the larger DES uncertainty
in the KV450 setup, and a 1.1� shift in terms of the original
DES-Y1 uncertainty quoted in T18. The DES-Y1 constraint us-
ing a KV450 analysis setup and spectroscopically calibrated red-
shift distributions is di↵erent from the Planck 2018 constraint on
S 8 by 1.9�. The goodness of fit with the spectroscopically cali-
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Maps and masks
• Maps built on resolution Nside = 4096, then 

masked and downgraded to 2048, the analysis 
resolution 

• Joint mask for areas of insufficient depth, as in 
Jack’s analysis 

• K map is smoothed with Gaussian of FWHM = 
5.4’: required to cut off K noise from small scales 

• ‘Fake catalogues’ also built for clustering 
measurements with treecorr (as this requires 
catalogues instead of maps) 

• Catalog item created at centre of each map 
pixel 

• Weight of each object equal to pixel value 

• Same for masks, from which fake random 
catalogues are created
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Fig. 4.— The reconstructed lensing map on a zenithal equal-area projection. The map has been smoothed with a Gaussian kernel with
FWHM = 2 degrees.

sources in total using the mask employed in the Planck

lensing analysis, and 2 ⇥ 107 in sources in the nominal
SPT region. We make no attempt in estimating the red-
shift distribution of the galaxies, and hence cannot make
a theoretical prediction of the cross-correlation ampli-
tude. Instead, the lensing maps reconstructed using var-
ious `min,max, (`, m) cuts, masking, and calibrations are
cross-correlated with the galaxies to probe the sensitivity
of the reconstructed lensing map to these variations.
Starting with the WISE galaxy catalogue, we first

project all the galaxies onto a HEALPix map of Nside =
2048, apply a simple binary mask (value=1 if there is
at least one galaxy in the pixel, otherwise 0), and com-
pute the mean number of galaxies hni. Using this, the
overdensity map is calculated:

� =
n � hni

hni , (24)

and the cross-spectrum is obtained by correlating this
map with the lensing map using PolSpice

44(Szapudi
et al. 2001; Chon et al. 2004).
We derive the uncertainties by cross-correlating the

WISE galaxy density map with all the 198 simulated
�̂ maps and computing the variance for each bin. This
method neglects the common sample variance between
� and the galaxies G. To assess the importance of this
term, we compare this with errors obtained using the
“block jackknife” method (where the variance is com-
puted by masking various “blocks” of the sky area used
in the analysis) with 128 equal area patches. We acquire
similar results from this method and conclude that the
original estimate is adequate.
Cross-spectra between WISE galaxy density and var-

ious CMB-derived �̂ are shown in Figure 6. The CMB
lensing maps used are: SPT+Planck, SPT-only, Planck -
only over 2500 deg2, and Planck -only over 67% of the

44 http://www2.iap.fr/users/hivon/software/PolSpice

sky. We additionally sketch a power-law of the form
pL = a(L/L0)�b, with parameters a = 2.15 ⇥ 10�8,
b = 1.35, L0 = 490, which are obtained by performing
a least-squares fit to the cross-spectrum between full-
sky Planck and WISE in the range 50 < L < 1864.
We then fit this power-law with an amplitude parame-
ter ⌘

�G = C
�G
L /pL to other cross-spectra. We obtain

best-fit amplitudes of ⌘
�G = 0.94+0.04

�0.04 for SPT+Planck,

⌘
�G = 0.93+0.04

�0.04 for SPT-only, ⌘
�G = 1.00+0.02

�0.01 for

Planck-only over ⇠ 67% of the sky, and ⌘
�G = 1.02+0.08

�0.08

for Planck-only over 2500 deg2. Similar to the Ĉ
��
L auto-

spectrum, instead of focusing the discussion on the phys-
ical interpretations of the amplitude, which is dependent
on factors such a photometric redshift uncertainties, type
of galaxies considered, and the cosmological model used,
we focus on the sensitivity of the cross-spectrum to small
variations in the reconstruction pipeline.

6.3. Cross-Correlation with CIB

We also calculate the cross-correlation between the
SPT+Planck lensing map and the 545 GHz channel from
Planck45, which traces fluctuations in the CIB. The re-
sult is shown in Figure 8, and the same measurement
made by Planck (Planck Collaboration et al. 2014) is also
presented as a reference. We observe a strong correlation
between �̂ and the 545 GHz map that is consistent with
a theoretical model constructed using a modified black
body and employing a single spectral energy distribution
model as demonstrated in (Planck Collaboration et al.
2015c).
The SPT 150 GHz map and the Planck 143 GHz map

contain some emission from the CIB, and leakage of this
signal into the lensing map will bias the cross-correlation
with the 545 GHz map. To estimate the level of this bias,
we calculate the �̂(T545, T545)⇥T545 bispectrum and scale

45 HFI_SkyMap_545_2048_R2.02_full.fits

Omori+ 2018; DES+SPT 2018
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FIG. 3. Marginalized constraints on ⌦m and S 8 ⌘ �8(⌦m/0.3)0.5

for the 3⇥2pt (gray) and 5⇥2pt (gold) combinations of correlation
functions in the context of ⇤CDM+⌫ cosmology when priors on
multiplicative shear bias are relaxed (filled contours). In this case,
the cosmological constraints obtained from the 5⇥2pt data vector are
significantly tighter than those resulting from the 3⇥2pt data vector.
The dashed contours show the constraints when the fiducial priors on
multiplicative shear bias (see Table I) are applied.

Sample 3⇥2pt bi 5⇥2pt bi

0.15 < z < 0.30 1.42+0.13
�0.08 1.41+0.11

�0.11

0.30 < z < 0.45 1.65+0.08
�0.12 1.60+0.11

�0.09

0.45 < z < 0.60 1.60+0.11
�0.08 1.60+0.09

�0.10

0.60 < z < 1.75 1.93+0.14
�0.10 1.91+0.11

�0.11

0.75 < z < 1.90 2.01+0.13
�0.14 1.96+0.15

�0.11

TABLE II. Constraints on the linear galaxy bias parameters, bi, from
the 3⇥2pt and 5⇥2pt data vectors for the five redshift samples.

and multiplicative shear bias. For the fiducial DES-Y1 priors
on multiplicative shear bias from DES-Y1-3x2, the degener-
acy breaking is weak since multiplicative shear bias is already
tightly constrained using data and simulation based methods,
as described in [42]. However, if these priors are relaxed, the
5⇥2pt analysis can obtain significantly tighter cosmological
constraints than the 3⇥2pt analysis. In essence, the cosmo-
logical constraints can be made more robust to the e↵ects of
multiplicative shear bias.

The 3⇥2pt and 5⇥2pt constraints on⌦m and S 8 when priors
on multiplicative shear bias are relaxed to mi 2 [�1, 1] are
shown in Fig. 3. In contrast to Fig. 2, the 5⇥2pt constraints
are significantly improved over 3⇥2pt when the multiplicative
shear bias constraints are relaxed.

For these relaxed priors, the data alone calibrate the multi-

Sample 3⇥2pt mi 5⇥2pt mi

0.20 < z < 0.43 �0.03+0.34
�0.16 0.03+0.25

�0.15

0.43 < z < 0.63 �0.02+0.27
�0.14 0.07+0.19

�0.11

0.63 < z < 0.90 �0.04+0.20
�0.15 �0.01+0.13

�0.09

0.90 < z < 1.30 �0.02+0.18
�0.17 �0.08+0.14

�0.08

TABLE III. Constraints on the shear calibration parameters, mi, from
the 3⇥2pt and 5⇥2pt data vectors when priors on mi are relaxed. In
all cases, the posteriors obtained on the mi from the 5⇥2pt analysis
are consistent with the priors adopted in the 3⇥2pt analysis of [9].

plicative shear bias. The resultant constraints on the shear cal-
ibration parameters are shown in Table III. These constraints
are consistent with the fiducial shear calibration priors shown
in Table I. In other words, we find no evidence for unac-
counted systematics in DES measurements of galaxy shear.

We have also performed similar tests for other nuisance
parameters such as photo-z bias and IA. However, the ef-
fect of self-calibration for these other parameters tends to be
smaller than for shear calibration. As shown in B18, this
is because shear calibration, galaxy bias, and As are part of
a three-parameter degeneracy. Consequently, the 3⇥2pt data
vector cannot tightly constrain these parameters without exter-
nal priors on shear calibration. For the other systematics pa-
rameters, however, such strong degeneracies are not present,
and significant self-calibration can occur. Consequently, for
these parameters, adding the additional correlations with CMB
does not add significant constraining power beyond that of the
3⇥2pt data vector.

E. Consistency with Planck measurements of the CMB lensing

autospectrum

While the 5⇥2pt data vector includes cross-correlations of
galaxies and galaxy shears with CMB lensing, it does not in-
clude the CMB lensing auto-spectrum. Both the 5⇥2pt data
vector and CMB lensing auto-spectrum are sensitive to the
same physics, although the CMB lensing auto-spectrum is
sensitive to higher redshifts as a result of the CMB lensing
weight peaking at z ⇠ 2. Consistency between these two
datasets is therefore a powerful test of the data and the as-
sumptions of the cosmological model.

Measurements of the CMB lensing autospectrum over the
2500 deg2 patch covered by the SPT-SZ survey have been ob-
tained from a combination of SPT and Planck data by [25],
and this power spectrum has been used to generate cosmolog-
ical constraints by [68]. Because of lower noise and higher
resolution of the SPT maps relative to Planck, the cosmolog-
ical constraints obtained in [68] are comparable to those of
the full sky measurements of the CMB lensing autospectrum
presented in [21], despite the large di↵erence in sky coverage.

In this analysis, we choose to test for consistency between
the 5⇥2pt data vector and the Planck-only measurement of the
CMB lensing autospectrum. The primary motivation for this
choice is that it significantly simplifies the analysis because it
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FIG. 4. Marginalized constraints on ⌦m and S 8 ⌘ �8(⌦m/0.3)0.5

for di↵erent combinations of correlation functions in the context of
⇤CDM+⌫ cosmology: 5⇥2pt (gold), wCMBCMB (gray) and 6⇥2pt
(purple). The wCMBCMB contours are derived from the Planck 2015
lensing data [21]. The 5⇥2pt contours are identical to those in Fig. 2.
The wCMBCMB constraints are complementary to those of the 5⇥2pt
analysis.

allows us to ignore covariance between the 5⇥2pt data vec-
tor and the CMB lensing autospectrum. This simplification
comes at no reduction in cosmological constraining power.
Furthermore, the SPT+Planck and Planck-only measurements
of the CMB lensing autospectrum are consistent [68].

Ignoring the covariance between the 5⇥2pt data vector and
the Planck CMB lensing autospectrum measurements is justi-
fied for several reasons. First, the CMB lensing auto-spectrum
is most sensitive to large scale structure at z ⇠ 2, at signif-
icantly higher redshifts than that probed by the 5⇥2pt data
vector. Second, the instrumental noise in the SPT CMB tem-
perature map is uncorrelated with noise in the Planck CMB
lensing maps. Finally, and most significantly, the measure-
ments of the 5⇥2pt data vector presented here are derived from
roughly 1300 deg2 of the sky, while the Planck lensing au-
tospectrum measurements are full-sky. Consequently, a large
fraction of the signal and noise in the Planck full-sky lensing
measurements is uncorrelated with that of the 5⇥2pt data vec-
tor. We therefore treat the Planck CMB lensing measurements
as independent of the 5⇥2pt measurements in this analysis.

The cosmological constraints from Planck lensing au-
tospectrum measurements alone are shown as the grey con-
tours in Fig. 4. The constraints from the 5⇥2pt analysis
and those of the Planck lensing autospectrum overlap in this
two dimensional projection of the multidimensional posteri-
ors. We find an evidence ratio of log10 R = 4.1 when eval-
uating consistency between the 5⇥2pt data vector and the
Planck lensing autospectrum measurements, indicating “de-

cisive” preference on the Je↵reys scale for the consistency
model.

When using the PPD to assess consistency, we set D2 equal
to wCMBCMB (✓) and set D1 equal to the 5⇥2pt data vector. The
p-value computed from the PPD is determined to be p = 0.09;
there therefore no significant evidence for inconsistency be-
tween the 5⇥2pt and wCMBCMB measurements in the context of
⇤CDM. The distributions of the test statistic for the data and
realizations are shown in Fig. 6 in the Appendix.

F. Combined constraints from 5⇥2pt and the Planck lensing

autospectrum

Having found that the cosmological constraints from the
5⇥2pt and Planck lensing analyses are statistically consistent,
we perform a joint analysis of both datasets, i.e. of the 6⇥2pt
data vector. The constraints resulting from the analysis of this
joint data vector are shown as the purple contours in Fig. 4
(constraints on more parameters can be found in Section D).

As seen in Fig. 4, the DES+SPT+Planck 5⇥2pt analysis
yields cosmological constraints that are complementary to the
auto-spectrum of Planck CMB lensing, as evidenced by the
nearly orthogonal degeneracy directions of the two contours
in ⌦m and S 8. When combining the constraints, we obtain for
the 6⇥2pt analysis:

⌦m = 0.271+0.022
�0.016

�8 = 0.800+0.040
�0.025

S 8 = 0.776+0.014
�0.021.

The constraints on ⌦m and S 8 are 25% and 24% tighter, re-
spectively, than those obtained from the 3⇥2pt analysis of
DES-Y1-3x2. The addition of Planck lensing provides ad-
ditional constraining power coming from structure at higher
redshifts than is probed by DES.

VII. DISCUSSION

We have presented a joint cosmological analysis of two-
point correlation functions between galaxy density, galaxy
shear and CMB lensing using data from DES, the SPT-SZ
survey and Planck. The 5⇥2pt observables — w�g�g (✓), ⇠±(✓),
w�g�(✓), w�gCMB (✓), and w�tCMB (✓) — are sensitive to both the
geometry of the Universe and to the growth of structure out
to redshift z . 1.3.4 The measurement process and analysis
has been carried out using a rigorous blinding scheme, with
cosmological constraints being unblinded only after nearly all
analysis choices were finalized and systematics checks had
passed.

4 The cross-correlations with CMB depend on the distance to the last scatter-
ing surface at z ⇠ 1100 through the lensing weight of Eq. 3. This sensitivity
is purely geometric, though, and does not reflect sensitivity to large scale
structure at high redshifts.
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Galaxy alignments Modelling Intrinsic Alignments in DES Y1 15

Figure 8. Joint constraints on cosmology and a single NLA model intrinsic alignment amplitude from subpopulations of the DES Y1 fiducial shear catalogue.
The two sets of confidence contours are defined by a split according to best-fitting SED, roughly corresponding to early (red) and late (blue) type galaxies.

reduces the signal-to-noise of the IA contribution (in the limit
AIA ! 0 one has no ability to constrain ⌘IA), resulting in an ex-
pansion of the uncertainty on ⌘IA.

Under this model all our results are consistent with zero align-
ments in late-type galaxies at any redshift. In contrast, the IA con-
straints from the early-type sample are inconsistent with zero at the
level of ⇠ 2� with cosmic shear alone and ⇠ 6.6� with the full
3 ⇥ 2pt data. We also find marginal (⇠ 1�) evidence of redshift
evolution, with negative ⌘IA resulting in a signal that diminishes at
high redshifts. Though we are the first to report a marginal detection
on redshift evolving IAs in a red galaxy sample, direct comparison
with previous null detections (e.g. Hirata et al. 2007, Joachimi et al.
2011) are complicated by a basic difference in analysis method.
Unlike those studies, we do not explicitly model luminosity depen-
dence in equation 15. The index ⌘IA should thus be interpreted as
an effective parameter, which absorbs both genuine evolution of the
IA contamination in the same galaxies and the changing composi-
tion of the sample along the line of sight.

Considering the final two columns in Table 5, we see a sight
improvement in the �

2 of the NLA fit to the early-type sample,
relative to a case with AIA = 0. More noticeably, the Bayes fac-
tor appears to strongly disfavour the reduced model in this sample.
Though the ��

2 is close to zero, perhaps unsurprisingly, the Bayes
factors appear to favour the unmarginalised zero alignment scenario
in the late-type sample.

5.2 Robustness to Systematic Errors

In this sub-section we seek to demonstrate that our results do, in
fact, provide meaningful information about IAs and are not the re-
sult of residual systematic errors in our analysis pipeline.

5.2.1 Shape of the Redshift Distributions

Though it has been shown (Troxel et al. 2017) that DES Y1 shear-
only cosmology constraints are insensitive to the precise shape of
the redshift distributions, this is not trivially true for IA constraints
from sub-divisions of the data. The kernels entering the IA spec-
tra differ significantly from those in cosmic shear alone; it is not
inconceivable that the favoured IA parameters derived from these
spectra are more sensitive to the details of the n(z) shape than the

Figure 9. The impact of colour leakage on our fiducial results. The dashed
red and dot-dashed blue lines show the baseline �� and �� + �g� + �g�g
NLA results for the early-type sample. These are identical to the red dashed
and solid lines in Figure 8. The filled pink (dotted) and purple (solid)
contours show the equivalent constraints in this parameter space when all
two-point correlations involving the lowest lensing redshift bin, which was
found to exhibit potentially strong galaxy type cross-contamination, are ex-
cluded.

cosmological parameters. To test this we rerun our six fiducial anal-
ysis chains, replacing the smooth PDFs obtained from BPZ with
histograms of COSMOS redshifts (shown in Figure 4). Since the
means of the two sets of distributions per redshift bin are the same
by construction, the comparison gives us an estimate for how far
reasonable changes to the shape of the n(z) might impact upon our
results. The constraints from this test are not shown, but we find
only minor changes in the contour size, position and shape for each
sample.

5.2.2 Colour Leakage

The previous test offers some reassurance that our photo-z error
parameterisation is sufficient. It does not, however, say anything

MNRAS 000, 000–000 (0000)
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Figure 11. Joint constraints on the amplitudes of the IA spectrum in four
tomographic bins for the �� + �g� + �g�g combination. In each case, the
red dashed contours show early-type galaxies, the dot-dashed blue show
late-types and the shaded contours show the mixed Y1 cosmology sample.

see Table 1 for reference), this model allows for no explicit redshift
evolution, with both the indices ⌘1 and ⌘2 in equations 17 and 18
fixed to zero. We show the resulting split-sample IA constraints in
the upper panal of Figure 12 (filled red/blue contours). The equiva-
lent parameter fits using the unsplit Y1 shape catalogue are shown
in Figure 13 (filled dark blue).

There are a number of points worth remarking on here. First,
the best fitting A1 values are consistent with those from the NLA
fits previously, with A1 ⇠ 2.5 for early-types and A1 ⇠ 0 for
late-types. In the split colour samples we report no statistically sig-
nificant constraint detection of non-zero A2. The mixed Y1 sample,
by contrast, favours a negative A2 amplitude at the level of several
�. Interestingly, the comparison in Figure 13 also suggests that the
constraint is driven by the cosmic shear data (compare the dark blue
contours in the upper and lower right-hand panels).

The standard physical interpretation of non-zero A2 is as an
IA contribution due to tidal torquing. Under the sign convention
in equation 18, A2 < 0 implies intrinsic shapes of galaxies are
oriented tangentially relative to matter overdensities. This picture
is consistent with recent results from hydrodynamical simulations
(Chisari et al. 2015), although it is worth bearing in mind that there
is still disagreement between simulations (e.g. Hilbert et al. 2017
and Tenneti et al. 2016 report null detections of a GI correlation
in disc galaxies in the Illustris and MassiveBlack-II simulations re-
spectively). There are a number of other facts to note here, however.
As ever, mapping IA parameter constraints onto physical processes
is non-trivial, as they can very easily absorb features in the data due
to residual systematics. We also re-iterate that, even in the absence
of systematics, possible non-zero values of both A1 and A2 in the
late-type and mixed samples are not straightforward to interpret.
As mentioned above, even in a pure TT scenario, the presence of
A2 6= 0 can generate an effective non-zero A1 amplitude.

We also note that, as in Troxel et al. (2017), the best fitting S8

using the TATT model is shifted down slightly relative to the NLA
fits; this shift is seen to persist in the full 3 ⇥ 2pt combination.
We echo Troxel et al. (2017), however, in warning that this is not
necessarily a sign of bias in the NLA results, but could also be a

Figure 12. Joint constraints on tidal alignment and tidal torque amplitudes
in the TATT model. The three sets of filled contours (dotted red, dashed
blue and solid purple) show the results of fitting the baseline TATT model
to each of the fiducial early-type, late-type and mixed samples used in this
analysis. The unfilled black contours show the same, but with additional
power laws in redshift ⌘1 and ⌘2, which are also marginalised.
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FIG. 6. 68% confidence levels for ⇤CDM on S8 and ⌦m from DES Y1 (different subsets considered in the top group, black); DES Y1 with all
three probes combined with other experiments (middle group, green); and results from previous experiments (bottom group, purple). Note that
neutrino mass has been varied so, e.g., results shown for KiDS-450 were obtained by re-analyzing their data with the neutrino mass left free.
The table includes only data sets that are publicly available so that we could re-analyze those using the same assumptions (e.g., free neutrino
mass) as are used in our analysis of DES Y1 data.

FIG. 7. The bias of the redMaGiC galaxy samples in the five lens
bins from three separate DES Y1 analyses. The two labeled “fixed
cosmology” use the galaxy angular correlation function w(✓) and
galaxy–galaxy lensing �t respectively, with cosmological parameters
fixed at best-fit values from the 3x2 analysis, as described in [93] and
[94]. The results labeled “DES Y1 - all” vary all 26 parameters while
fitting to all three two-point functions.

and ⌦M , are shown in Figure 9 and given numerically in Ta-
ble II. In the next section, we revisit the question of how con-
sistent the DES Y1 results are with other experiments. The
marginalized constraint on w from all three DES Y1 probes is

w = �0.82
+0.21
�0.20. (VI.3)

Finally, if one ignores any intuition or prejudice about
the mechanism driving cosmic acceleration, studying wCDM
translates into adding an additional parameter to describe the
data. From a Bayesian point of view, the question of whether
wCDM is more likely than ⇤CDM can again be addressed by
computing the Bayes factor. Here the two models being com-
pared are simpler: ⇤CDM and wCDM. The Bayes factor is

Rw =
P ( ~D|wCDM)

P ( ~D|⇤CDM)
(VI.4)

Values of Rw less than unity would imply ⇤CDM is favored,
while those greater than one argue that the introduction of
the additional parameter w is warranted. The Bayes factor
is Rw = 0.39 for DES Y1, so although ⇤CDM is slightly fa-
vored, there is no compelling evidence to favor or disfavor an
additional parameter w.

It is important to note that, although our result in Eq. (VI.3)
is compatible with ⇤CDM, the most stringent test of the

DES Collaboration 2018 42
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Figure 18. Completely independent calibrations of H0. Shown in red is the probability
density function based on our LMC CCHP TRGB calibration of CSP-I SNe Ia; in blue is
the Cepheid calibration of H0 (Riess et al. 2016), using the Milky Way parallaxes and the
maser distance to NGC 4258 as anchors (excluding the LMC). The Planck value of H0 is
shown in black.

systematic errors are independently a↵ecting each of the two methods. For very

nearby galaxies (<10 Mpc) the agreement is excellent: the scatter in the galaxy-

to-galaxy comparison for the TRGB and Cepheid distances in common amounts to

only ±0.05 mag, or 2% (see §4). The scatter in the galaxy-to-galaxy comparison for

the TRGB and Cepheid distances for the SN Ia host galaxies alone is significantly

larger, amounting to ±0.17 mag (§4), and it is larger than what is expected from

the published error bars. The scatter in the local Hubble diagram (velocity versus

distance) for the TRGB stars is 1.4 times lower than the scatter in the equivalent

diagram for the Cepheids, indicating that the TRGB distances are more precise for

these larger distances.

The TRGB method has a number of advantages when applied to red giant

branch stars in the halos of galaxies: these include low extinction by dust, low crowd-

ing/blending, and a metallicity e↵ect that can be empirically calibrated directly for

the TRGB stars themselves. In the I-band, there is almost no dependence on metal-

licity. There is also no need for multiple epochs of observations or concerns of di↵erent

slopes with period, as in the case of Cepheid variables. In addition, the host masses of

our TRGB host-galaxy sample are more massive, on average, than the galaxies in the

Freedman+ 2019 43



What’s next?

DES Y1

Image: T. Eifler
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DES Year 1
• Year 1 = 1321 deg2 after cuts 

• Calibrated shapes for weak 
lensing (2 pipelines). 26 million 
source galaxies used 

• Photometric redshifts for 
tomography 

• 660k redMaGiC galaxies as 
lenses 

• galaxy clusters, SNe, BAO
45



DES Y1 (~1300 deg2) 
DES Collaboration 2018, Elvin-Poole+ 2018, Troxel+ 2018, Prat, Sanchez+ 2018
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FIG. 3. The cosmic shear correlation functions ⇠+ (top panel) and ⇠� (bottom panel) in DES Y1 in four source redshift bins, including cross
correlations, measured from the METACALIBRATION shear pipeline (see [87] for the corresponding plot with IM3SHAPE); pairs of numbers in
the upper left of each panel indicate the redshift bins. The solid lines show predictions from our best-fit ⇤CDM model from the analysis of all
three two-point functions, and the shaded areas display the angular scales that are not used in our cosmological analysis (see §IV).
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FIG. 2. Top panels: scaled angular correlation function, ✓w(✓), of redMaGiC galaxies in the five redshift bins in the top panel of Figure 1, from
lowest (left) to highest redshift (right) [89]. The solid lines are predictions from the ⇤CDM model that provides the best fit to the combined
three two-point functions presented in this paper. Bottom panels: scaled galaxy–galaxy lensing signal, ✓�t (galaxy-shear correlation), measured
in DES Y1 in four source redshift bins induced by lens galaxies in five redMaGiC bins [88]. Columns represent different lens redshift bins
while rows represent different source redshift bins, so e.g., bin labelled 12 is the signal from the galaxies in the second source bin lensed by
those in the first lens bin. The solid curves are again our best-fit ⇤CDM prediction. In all panels, shaded areas display the angular scales that
have been excluded from our cosmological analysis (see §IV).
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lowest (left) to highest redshift (right) [89]. The solid lines are predictions from the ⇤CDM model that provides the best fit to the combined
three two-point functions presented in this paper. Bottom panels: scaled galaxy–galaxy lensing signal, ✓�t (galaxy-shear correlation), measured
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those in the first lens bin. The solid curves are again our best-fit ⇤CDM prediction. In all panels, shaded areas display the angular scales that
have been excluded from our cosmological analysis (see §IV).

5

FIG. 2. Estimated redshift distributions of the redMaGiC
lens galaxy sample (dashed lines) and the metacal source
galaxy sample (solid lines) for the Y1KP analysis. The lens
and source galaxies are split into five and four tomography
bins respectively. See [33–36] for details.

sample from the DES-Y1 gold catalog [32] and the shear
catalog are described in Zuntz et al. [40], and the source
redshift estimates are described Hoyle et al. [36], respec-
tively. We summarize here the specifications of the Y1KP
data, which we use as input for the simulated likelihood
analyses presented in this paper.

Source galaxies We use the redshift distribution of
the metacal [see 44, 45, for details of the algorithm]
shear catalog described in [40]. This includes 5.2
galaxies/arcmin2, split into 4 tomography bins. These
are shown as solid lines in Fig. 2, with e↵ective number
densities of 1.5, 1.5, 1.6, 0.8 galaxies/arcmin2, for the 4
bins respectively.

Lens galaxies The redMaGiC lens galaxy sample is
described in [37] and split into 5 tomographic bins, which
are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.

Galaxy–galaxy lensing We consider all combinations
of lens and source bins for the galaxy–galaxy lensing
correlation functions. While galaxy–galaxy lensing re-
quires the source galaxies to be located at higher redshift
than the lens galaxies, the signals from all tomography
bin combinations contribute to the self-calibration of
photometric redshifts, intrinsic alignments, and other
systematic e↵ects.

We denote the projected (angular) density contrast of
redMaGiC galaxies in redshift bin i by �

i
g, the conver-

gence field of source tomography bin j as j , the redshift
distribution of the redMaGiC/source galaxy sample in
tomography bin i as n

i
g/(z), and the angular number

densities of galaxies in this redshift bin as

n̄
i
g/ =

Z
dz n

i
g/(z) . (2)

The radial weight function for clustering in terms of the
comoving radial distance � is

q
i
�g(k,�) = b

i (k, z(�))
n
i
g(z(�))

n̄i
g

dz

d�
, (3)

with b
i(k, z(�)) the galaxy bias of the redMaGiC galaxies

in tomography bin i, and the lensing e�ciency

q
i
(�) =

3H2
0⌦m

2c2
�

a(�)

Z �h

�
d�0n

i
(z(�

0))dz/d�0

n̄i


�
0 � �

�0 ,

(4)
with H0 the Hubble constant, c the speed of light, and
a the scale factor. Under the Limber approximation, the
angular power spectra for cosmic shear, galaxy-galaxy
lensing, and galaxy clustering can be written as

C
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Z
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(5)

with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as

w
i(✓) =

X

l

2l + 1

4⇡
Pl (cos(✓)) C

ii
�g�g(l) , (6)

with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation

�
ij
t (✓) =

Z
dl l

2⇡
J2(l✓)C

ij
�g

(l) , (7)

⇠
ij
+/�(✓) =

Z
dl l

2⇡
J0/4(l✓)C

ij
(l) , (8)

with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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