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iFDAQ Architecture
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Software Structure
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iFDAQ Stability

iFDAQ Status
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iFDAQ Software is stable since October 2017
DIALOG helped to increase stability of the iFDAQ
DAQ Debugger detected all remaining software issues
Cross-Switch was introduced during 2018 run

Database communication in master process was moved to
separate execution thread
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iFDAQ Stability

Problems during 2018

» MUX12 required periodic manual restarts.
» Probable cause is influence of radiation on the component
»> Unfortunately, no remote restart option is available,
therefore access was required to recover MUX12 each time
» Master process was crashing when database was under
increased workload

» Fixed by moving the database routines to separate
execution thread
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iFDAQ Stability

Problems during 2018

» Collected data for several runs were tagged with incorrect
run number
» Two distinct causes were identified
» Race condition while obtaining the run number
from the database
> Hardware reports incorrect run number to master process
» A fix for the first — Master process hosts the database
communication in separate execution thread

» Further investigation of both problems is required
» The data was not lost, just mislabeled
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iIFDAQ Uptime

» The iFDAQ UpTime — time when iFDAQ is able to take data

» Hardware errors — Errors originating in frontend cards or iFDAQ
hardware (components up to readout slaves).

» Peak in August 2018 is related to the water leak that affected the entire
CERN north area.
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Number of errors

» Number of errors that occurred during each month of data taking

» The peak during August 2018 is not present — most of the downtime
was caused by a single error

IPCI/DMA error
Il Hardware errors
Software errors

2015/8 2015/9 2015/10 2016/5 2016/6 2016/7 2016/8 2016/9 2016/10 2017/5 2017/6 2017/7 2017/8 2017/9 2017/10 2018/5 2018/6 2018/7 2018/8 2018/9 2018/10
Month

Prague, CERN




iFDAQ Uptime
[e]e] le]e)

iFDAQ Software Errors
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iFDAQ Hardware Errors
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iFDAQ PCI/DMA Errors
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Conclusion

Conclusion

» Major iFDAQ stability improvements from recent time

» Continuously running DAQ, without starts and stops

» New communication library DIALOG

» DAQ Debugger creates reports concerning a crash for
further investigation

» Database communication in master process running in
separate thread

» iFDAQ Software is stable since October 2017

» iFDAQ uptime for 2018 is around 98.60% ~ 10 hour loss /
month of data-taking

» IFDAQ uptime when disregarding the waterleak downtime
is around 98.91 ~ 7.2 hour loss / month of data-taking
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Thank you for your attention
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