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Motivation and Concept

Traditional Event Building

Event Building(EBfombination of logically connected, but
physically split data fragments

FE data » 1t Level Trigger

ABuffers data until receiving contraisgto
forward to specific builder unit

AReplicated over number of computers to fit
performance needs and application
scenario

Buffer PCs
¥ ¥

i —— HighLevel Trigger
ACollects event fragments and combines
them into complete event
Data Storage Network AReplicated over number of computers to fit
l throughput requirements
CDR

Sophisticated traffic shaping to optimize throughput of EB
network switch (buffer utilization and data rate) and load on
EB computers
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Motivation and Concept

Hardware Event Building

0 Usage of FPGAs and exploiting its properties:
A Parallel processing

\\l// \\l// \\l/ | MUX A Pipeline architectures

stages
MU - MUX

\\ o Continuation of the pipeline architecture in
FEE

SWITCH o Collecting of all data in one FP@G¥dule

o Optional multiplexing stages to reduce
number of incoming links

o Distribution offully assembled event®
different computer nodes
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Motivation and Concept

Traditional vs Hardware EB

Traditional EB (Ethernet)

Hardware EB

* ...... * ‘ ...... * * ...... * * ...... * * ...... * ‘ ...... * * ...... *
» » » T —————— MUX
[“ [“ [w [“ W N\ W/ o
[ [ [ t Buffer PCs MUX MUX MUX
Ethernet Network Switch
SWITCH
| Data Storage Network
¥
CDR

Advantages Disadvantages: Advantages: Disadvantages:

A Easy integration of A Throughput limited by A Independence of A Strong dependence
redundancy EBnetwork switch network switch on reliability of
elements (traffic A Inefficient usage of A Efficient usage of link network nodes
shaping according to max.bandwithdue to: bandwidth (no (no r_et:f?_uur‘g :
o annodes) X mproper o coaessngor)  posabiiynoaseo

A Usage ofmass ‘iart;i;?v(e'“rffi‘ ders> A High reliability -
produced _ A No possibility for
components and network congestion dynamic network
standards A Data overhead due to optimization (e.g.

addressing etc.

load balancing)
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Motivation and Concept

iIFDAGsetup in2018DY

Frontend cards (~300k channels)

N O A A A

Data concentrators (~250 modules in ~28 VME crates)

64-96x Slinks E
[d
(8-12 Slinks 173
'n' .................. per card X 8 cards -2'
[PBus] ~{Paus | £
] 3 DHCmX S
)
=)
) 2
8x SLink fi
L3 bl %
IPBus E
=
(] - L] o
o
-—' 8x SLink
IPBus IPBus IPBus d
= 8 readout
o - computers
' “J" & “H" : WJ' I”N I”N ~64 TB disk
1 1 ' 1 pool —

| 10Gb/s router |

- Part of the iFDAQ event builder
setup 2017 & 2018 for COMPASS

Possible extension

N

Gateway CASTOR
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Motivation and Concept

Switching\Network Topology

Frontend cards (~300k channels)

I A I T

Data concentrators (~250 modules in ~28 VME crates)

64-96x Slinks

Max. 12 Slinks
er card x 8 cards

8x SLink ]
(0 o 0 o W
us

8x SLink

8 readout
computers
~64 TB disk
pool

10Gb/s router |

N

Programmablecrosspointswitch can connect each

Satonay L data output to any data input ) o
=>ReroutableW LI2th-yIB A Yy 1 Q Ay (i SND2y:

between nodes of EB
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Motivation and Concept

CrosspoinBwitch- Integration

Crosspoint Switch
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