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1st Level Trigger

Traditional Event Building

Event Building(EB):combination of logically connected, but 
physically split data fragments

Motivation and Concept Hardware & Implementation Conclusion & Outlook

ÅBuffers data until receiving control msgto 
forward to specific builder unit

ÅReplicated over number of computers to fit 
performance needs and application 
scenario

High-Level Trigger

ÅCollects event fragments and combines 
them into complete event

ÅReplicated over number of computers to fit 
throughput requirements

Sophisticated traffic shaping to optimize throughput of EB-
network switch (buffer utilization and data rate) and load on 
EB computers
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Hardware Event Building

Motivation and Concept Hardware & Implementation Conclusion & Outlook

o Usage of FPGAs and exploiting its properties:
ÅParallel processing

ÅPipeline architectures

o Continuation of the pipeline architecture in 
FEE

o Collecting of all data in one FPGA-module

o Optional multiplexing stages to reduce 
number of incoming links

o Distribution of fully assembled events to 
different computer nodes
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Disadvantages:

ÅThroughput limited by 
EB-network switch

ÅInefficient usage of 
max. bandwithdue to:
Å Improper comm.

pattern (N senders -> 
1 receiver) => 
network congestion

ÅData overhead due to 
addressing etc.

Advantages

Å Easy integration of 
redundancy 
elements (traffic 
shaping according to 
load on nodes) 

Å Usage of mass-
produced 
components and 
standards

Traditional vs Hardware EB

Traditional EB (Ethernet) Hardware EB

Advantages:

Å Independence of 
network switch

Å Efficient usage of link 
bandwidth (no 
addressing etc.)

Å High reliability

Disadvantages:

Å Strong dependence 
on reliability of 
network nodes           
(no rerouting 
possibility in case of 
hardware failure)

Å No possibility for 
dynamic network 
optimization (e.g. 
load balancing)

Motivation and Concept Hardware & Implementation Conclusion & Outlook
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iFDAQsetup in 2018DY
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Switching Network Topology

Programmable crosspointswitch can connect each 
data output to any data input
=> ReroutableΨǇƻƛƴǘ-to-ǇƻƛƴǘΩ ƛƴǘŜǊŎƻƴƴŜŎǘƛƻƴǎ 
between nodes of EB
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CrosspointSwitch - Integration

Cross-point Switch

o connects:
ÅFE electronics
ÅDHCmxmodules
ÅDHCswmodule
ÅSpillbuffers

o purpose:
ÅEase of load balancing
ÅSystem redundancy to 

compensate hardware 
failures

�œprovides fully customizable 
network topology

Cross-point 
Switch

Motivation and Concept Hardware & Implementation Conclusion & Outlook


