Porting legacy software packages
to the Conda Package Manager
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Goals of Process Overhaul

Continuous Integration/Release Model
» Faster report/patch release cycle
 |Increased stability in the long term

Increased Automation

Increase process efficiency

Increased Process Transparency

Improved user experience
» Better dependency management
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Conda Package Manager
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Packaging with Conda

Conda Build

Meta.yaml Build.sh/bld.bat

. (b:gnbta'ilr:is metadata of the package to . Executed during the build stage
ui

 Contains metadata needed for build _
- Dependencies, system requirements, etc  ° ldeally minimalist

* Written like standard build script

* Allows for staged environment » Any customization not handled by
specificity meta.yaml can be implemented here.
e Large amount of customization
available

 Jinja2 macros



{% set name = "fermitools" %}
{% set version = "1.0.2" %}

package:
name: {{ name|lower }}
version: {{ version }}

source:
git_url: https://github.com/fermi-lat/ScienceTools.git

build:
number: {{ environ.get('BUILD_NUMBER', ©)}}
skip: true # [win]
skip: true # [py3k]

requirements:
build:

#- {{ compiler('c') }}
#- {{ compiler('cxx') }}
#- {{ compiler('fortran') }}
- gcc 4.8.5 # [linux]
#- scons 2.%
#- fermi-repoman

host:
#- {{ compiler('c') }}
#- {{ compiler('cxx') }}
#- {{ compiler('fortran') }}
- ape 2.9
- aplpy
- astropy
- blas 1.1
clhep 2.4.1.0
- cppunit 1.14.0

Custom Variables

Package versioning metadata

} Source code handling

— Build process parameters

— Build stage dependencies

— Host stage dependencies

- ape 2.9

- aplpy

- astropy

- blas 1.1

- clhep 2.4.1.0

- cppunit 1.14.0

- f2c 0.0.1

- fftw 3.3.8

- fermitools-data >=0.11 # This must be updated with every model release
-gsl 2.2

- healpix_cxx 3.31
- matplotlib

- ncurses <6.@

- numpy

- openblas 0.2.19(0.2.19.%
- pmw 2.0.1

- python 2.7

- pyyaml

- readline 6.2

- root5 5.34.38

- scipy

- weslib 5.18
xerces—c 3.2.0

test:
imports:
- UnbinnedAnalysis
- pyLikelihood

commands :
# These tests inspect linkages and libraries. They are very slow, so comment them out
# for a quicker turnaround when testing
#- conda inspect linkages -p $PREFIX {{ name }} # [not win]
#- conda inspect objects -p $PREFIX {{ name }} # [osx]

_ Run stage
dependencies

— Test handling
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Conda Build Environments
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;;;;;;;

Packages required to run the
package

Installed automatically when the
built package is installed

Stored as metadata in the binary
which is distributed via the
Anaconda Cloud

Good practice is to pin required
versioning information to the
package.

As of Conda-Build 3 you can
augment packages in the build and
host sections with the
‘run_exports’ header to negate
the need for this section. (Weak
vs. Strong)
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Packages required to run the
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Installed automatically when the
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which is distributed via the
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host sections with the
‘run_exports’ header to negate
the need for this section. (Weak
vs. Strong)
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Conda Macros

Conda build helpfully provides a
number of Jinja2 functions which help
automate and generalize the build
process.

Common Jinja2 use cases

« Automatic compiler selection/setup
* Pinning expressions

« Templating

{% set name = "fermitools" %}
{% set version = "1.0.2" %}

package:
name: {{ name|lower }}
version: {{ version }}

source:
git_url: https://github.com/fern

build:
number: {{ environ.get('BUILD_N
skip: true # [win]
skip: true # [py3k]

requirements:
build:
#- {{ compiler(‘c') }}
#- {{ compiler('cxx') }}
#- {{ compiler('fortran') }}

Custom Variable
Setting

Variable Calling
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Conda Macros

Conda build helpfully provides a
number of Jinja2 functions which help
automate and generalize the build
process.

Common Jinja2 use cases

« Automatic compiler selection/setup
* Pinning expressions

« Templating

{% set name = "fermitools" %}
{% set version = "1.0.2" %}

package:
name: {{ name|lower }}

version: {{ version }}

source:

git_url: https://github.com/fern

build:
number: {{ environ.get('BUILD_N

skip: true # [win]
skip: true # [py3k]

requirements:
build:
#- {{ compiler(‘c') }}
#- {{ compiler('cxx') }}
#- {{ compiler('fortran') }}

Custom Variable
Setting

Variable Calling

Shell
Environment
reference

Conda Compiler
function



Conda Compilers
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Preprocessing Selectors

Preprocessing selectors can be used to

specify different meta-data cases for
ifferent build environments. This is

most commonly used to specify different
latforms/architectures as
uild/dependency targets.

Almost all of the selector variables are
Booleans and allow for logical statements
to be passed in preprocessing. However,
good practice is to employ comparison

operators over specific selector variables.

Selectors always follow a target in the
format ‘TARGET # [ SELECTOR |’

xB6
xB6_64
linux
linux32
linuxé4
armvél
armv7l
ppcédle

(154

True if the system architecture is x86, both 32-bit and é4-bit, for Intel or AMD chips.

True if the system architecture is x86_64, which is 64-bit, for Intel or AMD chips.

True if the platform is Linux.

True if the platform is Linux and the Python architecture is 32-bit.

True if the platform is Linux and the Python architecture is 64-bit.

True if the platform is Linux and the Python architecture is armvél.

True if the platform is Linux and the Python architecture is armv7I.

True if the platform is Linux and the Python architecture is ppcédle.

True if the platform is macQS.

True if the platform is either macOS or Linux.

True if the platform is Windows.

True if the platform is Windows and the Pythan architecture is 32-bit.

True if the platform is Windows and the Python architecture is 64-bit.

The Python version as anint, such as 27 or 36 . See the CONDA_PY environment variable.

True if the Python major version is 3.

True if the Python major version is 2.

True if the Python version is 2.7. Use of this selector is discouraged in favor of comparison operators (e.g. py==27).
True if the Python version is 3.4. Use of this selector is discouraged in favor of comparison operators (e.g. py==34).
True if the Python version is 3.5. Use of this selector is discouraged in favor of comparison operators (e.g. py==35).

True if the Python version is 3.6. Use of this selector is discouraged in favor of comparison operators (e.g. py==36).

The NumPy version as an integer such as 111 . See the CONDA_NPY environment variable.



Build.sh

Default: Bash Script (.bat on
Windows)

Executed in a special “Conda
Build” environment

Custom/explicit
environmental variables need
to be defined via meta.yaml

Needed compiler flags are
specified here

Can use any installed
scriptable build system
(make, sCons, etc.)

# REPOMAN! #

# Syntax Help:

# To checkout master instead of the release tag add '--develop' after checkout

# To checkout arbitrary other refs (Tag, Branch, Commit) add them as a space

# delimited list after 'conda' in the order of priority.

# e.g. ScienceTools highest_priority_commit middle_priority ref branchl branch2 ..

repoman --remote-base https://github.com/fermi-lat checkout --force --develop Scienc

# repoman ——remote-base https://github.com/fermi-lat checkout ——force --develop Scie

# condaforge fftw is in a different spot
mkdir -p ${PREFIX}/include/fftw
if [ ! —-e ${PREFIX}/include/fftw/fftw3.h ] ; then

1n -s ${PREFIX}/include/fftw3.* ${PREFIX}/include/fftw
fi
#CXXFLAGS=${CXXFLAGS//c++17/c++11}

# Add optimization
export CFLAGS="-02 ${CFLAGS}"
export CXXFLAGS="-02 ${CXXFLAGS}"

# Add rpaths needed for our compilation
export LDFLAGS="${LDFLAGS} -W1,-rpath,${PREFIX}/lib,-rpath,${PREFIX}/1ib/root,-rpath

if [ "$(uname)" == "Darwin" ]; then

#std=c++11 required for use with the Mac version of CLHEP in conda-forge
export CXXFLAGS="-std=c++11 ${CXXFLAGS}"

export LDFLAGS="${LDFLAGS} —headerpad_max_install_names"

echo "Compiling without openMP, not supported on Mac"

else

# This is needed on Linux
export CXXFLAGS="-std=c++11 ${CXXFLAGS}"
export LDFLAGS="${LDFLAGS} -fopenmp"

${cc} ${PREFIX}/bin/gcc
${CXX} ${PREFIX}/bin/g++

-C ScienceTools \
——site-dir=../5ConsShared/site_scons \
——conda=${PREFIX} \
-—use-path \

-j ${CPU_COUNT} \
——with-cc="¢{CC}" \
——with—cxx="${CXX}" \
——ccflags="${CFLAGS}" \
——cxxflags="${CXXFLAGS}" \
——1ldflags="${LDFLAGS}" \
all

rm -rf ${PREFIX}/bin/gcc

rm —rf ${PREFIX}/bin/g++

Build Environment Variables

» Specialized environmental
variables defined in the
Conda Build process.

e Some are inherited and some
are defined by Conda

PREFIX - Path to the build
directory. Used by all systems

* MacOS/Windows have unique
variables



Distribution

Anaconda Cloud is the primary distributio
mechanism for the Conda Package
manager. Organizations can have

dedicated channels to distribute software _

built and packaged using Conda Build.

_) ANACONDA CLOUD n View v Help » I josercion «

{3 fermitools 1 doy and 19 hours aga

j fermitools-test-scripts

Hosting for public projects are free. O fermitools-data s sas ane o s s
Private plans are available for a fee. O fermitools-test-scripts-data smanmsansas
{2 fermi-repoman & months and 13 days age

() ape smonths and 13

(8] rga nization crected on Ma uy 16, 2018
_) f2¢ 6 manths ond 13

Fermi has its own organization (the Fermi
Channel) which distributes software whic Fermi-LAT Collaboration
is developed and maintained directly by Low Earth Orbit

the Fermi Science Support Center https://fermi.gsfc.nasa.gov/

The public distribution mechanism

for the Fermi software analysis tools.

Conda-Forge is another such organization.




Anaconda Channels

{D ANACONDA CLOUD Search Anaconda Cloud n View v Help v & josercion

Channels organize packages by the user _ )
or group of users (Organization) that fermi/ packages / fermitools-data n
uploaded them.

copied from fermi_dev_externals / fermitools-data

Label help differentiate different

7 . Y Filters
different packages hosted in a cha,nnel, b All~ Version: A+ Label All+
effectively creating ‘sub-channels’.

Including a label tag in a conda install

475.5 @ | noarch/fermitools-data-0.16- . . m
o i 8 days and 7 hours ago asercion 137 ,
or update command will search for VB Otorbz ’ v edliabels
m atc h 'i Nn g pac kages W'i th th at label 4978 O | noarch/fermitools-data-0.15- fif) 4 months and 22 days LT ‘:':::
a lone . MB O.tarbz2 ago edit labels

4978 © | noarch/fermitools-data-014 % 4 months and 24 days alpha
. fermi_dev_externals
MB Otarbz2 ago edit labels

£ ch/fermitools-d 13
4978 © | noarch/fermitools-data-013. 4 4 months and 26 days Sl G o e m
MB Otarbz2 ago edit labels

4976 O | noarch/fermitools-data-012- ¥ 5 months and 6 days
fermi_dev_externals )
MB Odtarbz2 ago edit labels




Conda Forge

< CONDA-FORGE ABOUT SEARCH DOCS CONTRIBUTE PACKAGES NEWS STATUS DONATE!
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» prom
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A commuﬁgl led &0l dlgctlon of recupe'/btﬂ@v 2
infrastructu reand d&rlbtlons forthe coridap '

manager.
~ ~ / /‘/'




Conda Forge
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6500+ packages currently
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Managed Dependencies
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Development Process Overview




Cl System

Anaconda
Cloud

GitHub Pull
Request




Cl System
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GitHub Integration

- Continuous Integration
Configuration
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Meta Packages
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Fermi Model Handling




Large File Storage
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Versioning and Tagging
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