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I will discuss some of the (TMD) physics in COMPASS 
measurements


Collins, Sivers, Unpolarized functions (crucial)


Challenges remain. I review some.


TMD evolution hard to see in data

(Sivers and Collins effects).

Accurate determination of unpolarized functions

Issues with normalization 

Matching between small and large qT


Kinematics of applicability of factorization theorems 

Outlook



Ingredients:


Data


 +


Theoretical framework


Recipe is tricky though, several challenges.


How to extract TMDs? 
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Short distance effects. Long distance physics

pQCD

P P

k k

k k

P
h

P
h

Non-perturbative
content

(3)
Factorization Theorems

Theoretical Framework: Factorization theorems



Theoretical Framework: Factorization theorems
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Fourier Transform of:

pQCD

Input (extraction from collinear cross section)

Non-perturbative functions to extract from data.

(TMD region)
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General Strategy:

(1) Map kinematical dependencies of different experiments. Simple models, 
“snap shots” of TMDs.

(2) Study how much information can be inferred on certain effects, e.g. TMD 
evolution, strictly from data.

(3) Use information from (1), (2)  to build full TMD picture (CSS, SCET, other 
TMD factorization schemes)

i)  Test importance on input information (collinear 
PDFs & FFs, TMD models).

ii)  Errors of factorization (optimal kinematical regime?).
iii) Balance between constraints from theory and 
    information obtained from statistical analyses, model comparison.

Extraction from data

(Possible recipe) 
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General Strategy:

(1) Map kinematical dependencies of different experiments. Simple models, 
“snap shots” of TMDs.

(2) Study how much information can be inferred on certain effects, e.g. TMD 
evolution, strictly from data.

(3) Use information from (1), (2)  to build full TMD picture (CSS, SCET, other 
TMD factorization schemes)

i)  Test importance on input information (collinear 
PDFs & FFs, TMD models).

ii)  Errors of factorization (optimal kinematical regime?).
iii) Balance between constraints from theory and 
    information obtained from statistical analyses, model comparison.

Extraction from data

(Possible recipe) 

Gaussian model for TMDs in momentum space



  12

Collins function

Transversity

Transversity and Collins function.
(1) & (2)
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Scale dependence?

Q^2 = 13 GeV^2

Simple 
gaussian picture

Kang, Prokudin, Sun, Yuan 

Phys.Rev. D93 (2016) no.1, 014009 
arXiv:1505.05589 [hep-ph] JLAB-THY-15-2044 

Picture within 
QCD-factorization

Predictions for BES III

(1) & (2)

(3)
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Generalized Parton Picture (no evolution)

No constraint
from collinear
PDF

Gaussian ansatz 

Sivers asymmetry in SIDIS(1) & (2)

● M. Boglione, U. D'Alesio, C. Flore, JOGH , JHEP 1807 (2018) 148



20

(1) & (2) Sivers asymmetry in SIDIS
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(1) & (2) Sivers asymmetry in SIDIS

5

n. of data points = 220

One flavour fits (3 parameters)

�2
tot �2

dof

u 408 1.88

d 914 4.21

Two flavour fits (5 parameters)

�2
tot �2

dof

u, ū 266 1.24

u, d̄ 228 1.06

u, d 213 0.99

TABLE I: Comparison of minimal �2 values obtained by fitting the Sivers asymmetries according to the model
of Eqs. (1) to (8), under di↵erent hypotheses for the flavour content of F sin(�h��S)

UT . The left column indicates
the flavour contribution considered in each fit (all others being set to zero). The top panel shows how the u
flavour contribution dominates the e↵ects visible in the data. The bottom panel shows the improvement on the
description of the data when including one more flavour to the leading u contribution. We highlight the chosen
configuration for our study: u and d contributions only. Note that adding more parameters to disentangle the
sea, would put the analysis procedure at risk of over-fitting.

B. Reference fit

The baseline of our analysis is given by Eq. (1), in which we set ↵u = ↵d = 0, so that the first moment
of the Sivers function simply reduces to

�Nf (1)
q/p"(x) = Nq(1� x)�q . (9)

Furthermore, we assume the width of the Sivers function, hk2?iS , to be independent of other kinematic
variables and of flavour. This introduces only one extra free parameter.

For all of the cases considered in this article, we will not attempt a flavour separation of sea and valence

contributions. In fact, we have tested di↵erent hypotheses regarding the flavour content of F sin(�h��S)
UT ;

our results are shown in Table I, where the left column indicates which flavour component has been
included in each fit (all other components being set to zero). As it can be seen in the upper panel of
Table I, the u flavour Sivers function represents the leading contribution to the asymmetries. The total
�2 improves significantly if one more flavour is added to the fit, as shown on the lower panel of Table I.
Any further addition of di↵erent flavour contributions will not improve the quality of the fit, making
convergence to the minimum more cumbersome and exposing us to the risk of over-fitting. For our
analysis, we use the configuration that renders the smallest minimal �2, i.e. we directly parametrize the

Reference fit - no evolution

�2
tot = 212.8 n. of points = 220

�2
dof = 0.99 n. of free parameters = 5

��2 = 11.3

HERMES hk2
?i = 0.57 GeV2 hp2?i = 0.12 GeV2

COMPASS hk2
?i = 0.60 GeV2 hp2?i = 0.20 GeV2

Nu = 0.40± 0.09 �u = 5.43± 1.59

Nd = �0.63± 0.23 �d = 6.45± 3.64

hk2
?iS = 0.30± 0.15 GeV2

TABLE II: Best fit parameters and �2 values for the reference fit. The parameter errors correspond to 2� C.L.
Notice that these errors are well in agreement with the uncertainties on the free parameters shown in the scatter
plots of Fig. 2.

Is it Reasonable to increase  
number of parameters?
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Varying

Sivers asymmetry in SIDIS(1) & (2)

One  more parameter (per flavor) 
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Rough limit on number  
of parameters (benchmark)
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Varying

Sivers asymmetry in SIDIS(1) & (2)

One  more parameter (per flavor) 
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(1) & (2) Sivers asymmetry in SIDIS
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Signals of scale dependence

g2 here to “mimic” 
TMD evolution

Sivers asymmetry in SIDIS(1) & (2)

No “visible” sign TMD evolution, expected:  
It washes out in the ratio of the asymmetry 



Recapitulating so far: 

Signals of TMD evolution are not so “visible” in asymmetries 
(ratios)


Important to look at correlations of parameters.


One may get a rough idea of a reasonable number of 
parameters appropriate for an analysis by comparing to

some ‘benchmark’ (simple model)


Note that parameter number may increase if adding more 
constraints (whether correct or incorrect).



TMD, QCD definition (CSS2 scheme) 
To many moving parts … 

14

Fourier Transform of:

pQCD

Input (extraction from collinear cross section)

Non-perturbative functions to extract from data.

(TMD region)
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Approximately follows the behaviour of Generalized Parton Model e.g.

Note however this is not an exact correspondence (and 
NO TMD evolution here) 
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(TMD region)

Approximately follows the behaviour of Generalized Parton Model e.g.

Note however this is not an exact correspondence (and 
NO TMD evolution here) 

Some issues with unpolarized 
TMDs extraction(SIDIS)
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(TMD region)

Approximately follows the behaviour of Generalized Parton Model e.g.

Note however this is not an exact correspondence (and 
NO TMD evolution here) 

Need large normalizations 
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FIG. 5: Compass multiplicities for production of negative hadrons (⇡�) o↵ a deuteron for di↵erent hxi, hzi, and hQ2i bins as
a function of the transverse momentum of the detected hadron PhT . Multiplicities are normalized to the first bin in PhT for
each hzi value (see (41)). For clarity, each hzi bin has been shifted by an o↵set indicated in the legend.

B. Transverse momentum dependence at 1 GeV

The variables ⇠min and ⇠max delimit the range in ⇠T where transverse momentum resummation is computed per-
turbatively. The g2 parameter enters the nonperturbative Sudakov exponent and quantifies the amount of transverse

Similar normalization adjustment 
needed by analysis in   

JHEP 1706 (2017) 081 
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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PH,T – see Eq. (1). Note the large correction from O
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DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
�
(⇣QQ)2 + (⇣qTqT)2

�1/2
where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.

Also issues in non-TMD region (large 
qT cross section ) using DDS code

JOGH, Rogers, Sato, Wang 
Phys.Rev. D98 (2018) no.11, 114005 
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Also issues in non-TMD region (large 
qT cross section ) using DDS code

JOGH, Rogers, Sato, Wang 
Phys.Rev. D98 (2018) no.11, 114005 

*B. Wang, JOGH, T. C. Rogers, N sato 
Phys.Rev. D99 (2019) no.9, 094029 

*https://github.com/JeffersonLab/BigTMD 

Issues confirmed in recently  
completed calculation*

https://github.com/JeffersonLab/BigTMD
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Fourier Transform of:

pQCD

Input (extraction from collinear cross section)

Non-perturbative functions to extract from data.

(TMD region)

Some challenges: 
One can still infer information about 

the evolution 
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Issues on normalization likely 
propagate here



1	

qT		

y	

Hard Transverse  
Momentum –  Current Region 

Target Region TMD - Current Region Soft/Central 
Region 

30

ki =

✓
MiTp

2
e
yi , �MiTp

2
e
�yi ,kT

◆
kf =

✓
MfTp

2
e
yi ,

MfTp
2

e
�yf ,kT

◆
(492)

e
2y

,
m

Q
,
qT

Q
(493)

e
2y

,
m

Q
,
qT

Q
(494)

e
2y

,
m

Q
,
qT

Q
(495)

e
2y

,
m

Q
,
qT

Q
(496)

m

Q
,
m

qT
(497)

e
�2y

,
m

Q
,
qT

Q
(498)

m

Q
,
qT

Q
(499)

�PDF = �FF (500)

↵s ! ↵s(µ) f(x) ! f(x; µ) (501)

l
+
R ⇠ m

2

Q
l
+

(502)

l
�
R ⇠ m

2

Q
l
�

(503)
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Figure 8: Sketch, not to-scale, of kinematical regions of SIDIS in terms of the produced
hadron’s Breit frame rapidity and transverse momentum. In each region, the type of sup-
pression factors that give factorization are shown. (The exact size and shape of each region
may be very different from what is shown and depends on quantities like Q and the hadron
masses.) In the Breit frame, according to Eq. (9.7), partons in the handbag configura-
tion are centered on y ⇡ 0 if �k

2

i
⇡ k

2

f
= O

�
m

2
�
. The shaded regions in the sketch are

shifted somewhat toward the target rapidity yP,b (the vertical dashed line) to account for
the behavior of Eq. (9.1) when zN and xN are small.

R1 ⇡ 0.8 for kaons. If R1 ⇡ 0.8 is taken to be large, then confidence that one is in the
current region deteriorates. The flavor of the final state hadron has little effect on the
transverse momentum hardness, R2, from Eq. (8.16). From Fig. 11 (a) and Fig. 11 (c) flavor
dependence is only noticeable at low Q and even then the effect is small. To summarize,
the produced hadron mass affects collinearity R1 significantly, but does not appear to be a
primary factor in determining transverse hardness R2.

Within a specific example, collinearity R1 and transverse hardness R2 have helped us
to map out the current kinematic region (small R1) and to separate the "small" from the
"large" transverse momentum regions (small R2 vs large R2). The former will reasonably
correspond to a region where we expect TMD factorization to apply, while for the latter
a collinear factorization will be appropriate. At this stage, one might wonder whether
a LO calculation could be enough or whether higher order perturbative corrections are
necessary. This is where R3 comes into the game: large R3 coupled with large R2 signal a
large qT region where presumably higher order pQCD corrections are relevant, while small

– 27 –

Based on: 
M.Boglione, A. Dotson, L. Gamberg, S. Gordon, JOGH, A. Prokudin, T. C. Rogers, N. Sato  
Submitted to J.High Energy Phys.  
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that quantities like |k2

i
| and |k2

f
| are small, and much of the discussion in this section will

be about addressing the question of what is meant by “small.” So to summarize, “partonic"
dashed lines represent the flow of a momentum with small invariant energy. In practical
situations, they will often turn out to refer to actual quark and/or gluon lines, but they do
not need to generally.

The partonic subprocess in Fig. 3 is marked off in a blue box. A black dot indicates the
parton we associate with an observed hadron. The momentum ki is the incoming struck
parton momentum, and there is at least one hadronizing parton kf . The kX momentum
labels the total momentum of all other unobserved partons combined. Outside the box
in Fig. 3, the position of the hadron implies a current region picture, though an analo-
gous picture of course applies to the target region case. We ask questions about partonic
regions in the context of the steps needed to factorize graphical structure in a manner
consistent with particular partonic pictures. Our general view of factorization is based on
that of Collins [11, 33] and collaborators, though the same statements apply to most other
approaches.

We are interested in the kinematics of the ki + q ! kf + kX subprocess and how
closely it matches the overall P + q ! PB + X process under very general assumptions.
Specific realizations of the partonic subprocess, each of which can contribute to a different
kinematical region, are shown in Fig. 4. We will analyze the subprocess in the Breit frame
and write

k
b

i =

 
Q

x̂N

p
2
,
x̂N(k

2

i
+ k2

i,b,T)
p

2Q
,ki,b,T

!
, k

b

f
=

 
k2

f,b,T + k
2

fp
2ẑNQ

,
ẑNQp

2
,kf,b,T

!
. (8.1)

Hats always indicate a partonic kinematical variable, whereas ⇠ and ⇣ are momentum
fractions (see below). We will write the transverse momentum as

kf,b,T = �ẑNqT + �kT . (8.2)
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| are small, and much of the discussion in this section will

be about addressing the question of what is meant by “small.” So to summarize, “partonic"
dashed lines represent the flow of a momentum with small invariant energy. In practical
situations, they will often turn out to refer to actual quark and/or gluon lines, but they do
not need to generally.

The partonic subprocess in Fig. 3 is marked off in a blue box. A black dot indicates the
parton we associate with an observed hadron. The momentum ki is the incoming struck
parton momentum, and there is at least one hadronizing parton kf . The kX momentum
labels the total momentum of all other unobserved partons combined. Outside the box
in Fig. 3, the position of the hadron implies a current region picture, though an analo-
gous picture of course applies to the target region case. We ask questions about partonic
regions in the context of the steps needed to factorize graphical structure in a manner
consistent with particular partonic pictures. Our general view of factorization is based on
that of Collins [11, 33] and collaborators, though the same statements apply to most other
approaches.

We are interested in the kinematics of the ki + q ! kf + kX subprocess and how
closely it matches the overall P + q ! PB + X process under very general assumptions.
Specific realizations of the partonic subprocess, each of which can contribute to a different
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Figure 4: Examples of hard kinematics. Graph (a) represents handbag kinematics. Graph
(b) is 2 ! 2 kinematics, which can represent, for instance, the first non-vanishing contribu-
tion when we specialize to massless pQCD graphs at large transverse momentum. Graph
(c) is 2 ! 3 kinematics. We remark that in general, in Graphs (a), (b) and(c) the dashed
lines may represent groups of particles, such as those making up a gauge link.

In the hadron frame, Eq. (5.6) gives

kf,H,T = �kT + Power Suppressed , (8.3)

so �kT is good for characterizing an intrinsic relative transverse momentum in the large Q

limit; in Eq. (8.1) intrinsic transverse momentum is �kT when qT = 0. For nearly on-shell
partons,
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In the limit where m ⌧ Q and xBj, zh, qT are fixed, the outgoing parton is exactly aligned
with the observed hadron so long as
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2ẑNQ

,
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2

T
, k

2

X
is calculable from momentum conservation,

k
2

X = (ki + q � kf)
2

. (8.7)

– 18 –



13

Unpolarized SIDIS cross section (current region)

SIDIS variables:

        Often useful to consider:

q

ki

kf

(a)

q

ki

kf

k2

q

ki

kf

k2

k3

(b) (c)

Figure 4: Examples of hard kinematics. Graph (a) represents handbag kinematics. Graph
(b) is 2 ! 2 kinematics, which can represent, for instance, the first non-vanishing contribu-
tion when we specialize to massless pQCD graphs at large transverse momentum. Graph
(c) is 2 ! 3 kinematics. We remark that in general, in Graphs (a), (b) and(c) the dashed
lines may represent groups of particles, such as those making up a gauge link.

In the hadron frame, Eq. (5.6) gives

kf,H,T = �kT + Power Suppressed , (8.3)

so �kT is good for characterizing an intrinsic relative transverse momentum in the large Q

limit; in Eq. (8.1) intrinsic transverse momentum is �kT when qT = 0. For nearly on-shell
partons,

|k2

i |, |k2

f
|= O

�
m

2
�

. (8.4)

In the limit where m ⌧ Q and xBj, zh, qT are fixed, the outgoing parton is exactly aligned
with the observed hadron so long as

�k
2

T = O
�
m

2
�

. (8.5)

We have defined the Breit frame momentum fractions and Breit frame x̂N, ẑN analogous to
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It will also be useful to define a momentum variable

k ⌘ kf � q . (8.8)
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On the second line, the "· · ·" represents higher powers in an expansion in small q
2
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2 ! 0 and k
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2 ! 0, the kinematics of the struck parton approach
the kinematics of TMD factorization, or the handbag contribution in collinear factorization,
with the errors in each component proportional to q

2
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2.
The most basic of partonic approximations is that the masses and off-shellness of par-

tons is small relative to the hard scale:
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On top of these, other approximations are normally needed. For instance, in the current
region kf is aligned with the final state hadron and

kf · PB ! 0 . (8.13)

Beyond these, still further approximations apply to different specific partonic subprocesses.
First, in the 2 ! 1 process of Fig. 4(a), ki ! k, and the 1/Q

2-suppressed terms in equations
like Eqs. (8.9)–(8.11) are dropped. For a hard 2 ! 2 process shown in Fig. 4(b), |k2|⇠ Q

2

while k
2

X
/Q

2 ! 0. If both |k2| and k
2

X
are large, then at least three partons (e.g., Fig. 4(c))

are ejected at wide angles from the hard collision. For fixed xN, zN, Q
2, and P

B,T, only
certain ki and kf are consistent with any given picture in Fig. 4.

For example, say we wish to interpret a particular SIDIS region with a partonic con-
figuration like Fig. 4(a), corresponding to the current fragmentation region. For a partonic
description to hold at all, a minimum requirement is that ratios like Eq. (8.12) are very
small. So define a ratio
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and consider regions of Q where R0 is less than a certain numerical size for a given set of
estimates for k

2

i
and k

2

f
. Next, since scattering is assumed to be in the current region in

Fig. 4(a), the ratio

Collinearity = R1 ⌘ PB · kf

PB · ki
, (8.15)
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2

T
, k

2

X
is calculable from momentum conservation,

k
2

X = (ki + q � kf)
2

. (8.7)

– 18 –

Allows to distinguish  
handbag from real emission  
kinematics

jogh

jogh

May 29, 2019

Abstract

jogh

1 one

one

k2 = (kf � q)2 (1)

k2 = 0 (2)

k2 6= 0 (3)

1

jogh

jogh

May 29, 2019

Abstract

jogh

1 one

one

k2 = (kf � q)2 (1)

k2 = 0 (2)

k2 6= 0 (3)

1

jogh

jogh

May 29, 2019

Abstract

jogh

1 one

one

k2 = (kf � q)2 (1)

k2 = 0 (2)

k2 6= 0 (3)

1



q

ki

kf

(a)

q

ki

kf

k2

q

ki

kf

k2

k3

(b) (c)

Figure 4: Examples of hard kinematics. Graph (a) represents handbag kinematics. Graph
(b) is 2 ! 2 kinematics, which can represent, for instance, the first non-vanishing contribu-
tion when we specialize to massless pQCD graphs at large transverse momentum. Graph
(c) is 2 ! 3 kinematics. We remark that in general, in Graphs (a), (b) and(c) the dashed
lines may represent groups of particles, such as those making up a gauge link.

In the hadron frame, Eq. (5.6) gives

kf,H,T = �kT + Power Suppressed , (8.3)

so �kT is good for characterizing an intrinsic relative transverse momentum in the large Q

limit; in Eq. (8.1) intrinsic transverse momentum is �kT when qT = 0. For nearly on-shell
partons,

|k2

i |, |k2

f
|= O

�
m

2
�

. (8.4)

In the limit where m ⌧ Q and xBj, zh, qT are fixed, the outgoing parton is exactly aligned
with the observed hadron so long as

�k
2

T = O
�
m

2
�

. (8.5)

We have defined the Breit frame momentum fractions and Breit frame x̂N, ẑN analogous to
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xN and xBj:

k
+

i
⌘ ⇠P

+

b
, P

�
B,b ⌘ ⇣k

�
f

, x̂N ⌘ �
q
+

b

k
+

i,b

=
xN

⇠
, ẑN ⌘
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2

T
, k

2

X
is calculable from momentum conservation,

k
2

X = (ki + q � kf)
2

. (8.7)

– 18 –

jogh

jogh

May 29, 2019

Abstract

jogh

1 one

one

k2 = (kf � q)2 (1)

k2 = 0 (2)

k2 6= 0 (3)

k2X = 0 (4)

k2X 6= 0 (5)

1

jogh

jogh

May 29, 2019

Abstract

jogh

1 one

one

k2 = (kf � q)2 (1)

k2 = 0 (2)

k2 6= 0 (3)

k2X = 0 (4)

k2X 6= 0 (5)

1

Higher order pQCD corrections in large qT  
cross section associated to larger values of 

virtuality spectator



P

PB

q

ki

kf

kX

Figure 3: Momentum labeling in the partonic subprocess.

that quantities like |k2

i
| and |k2

f
| are small, and much of the discussion in this section will

be about addressing the question of what is meant by “small.” So to summarize, “partonic"
dashed lines represent the flow of a momentum with small invariant energy. In practical
situations, they will often turn out to refer to actual quark and/or gluon lines, but they do
not need to generally.

The partonic subprocess in Fig. 3 is marked off in a blue box. A black dot indicates the
parton we associate with an observed hadron. The momentum ki is the incoming struck
parton momentum, and there is at least one hadronizing parton kf . The kX momentum
labels the total momentum of all other unobserved partons combined. Outside the box
in Fig. 3, the position of the hadron implies a current region picture, though an analo-
gous picture of course applies to the target region case. We ask questions about partonic
regions in the context of the steps needed to factorize graphical structure in a manner
consistent with particular partonic pictures. Our general view of factorization is based on
that of Collins [11, 33] and collaborators, though the same statements apply to most other
approaches.

We are interested in the kinematics of the ki + q ! kf + kX subprocess and how
closely it matches the overall P + q ! PB + X process under very general assumptions.
Specific realizations of the partonic subprocess, each of which can contribute to a different
kinematical region, are shown in Fig. 4. We will analyze the subprocess in the Breit frame
and write
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Hats always indicate a partonic kinematical variable, whereas ⇠ and ⇣ are momentum
fractions (see below). We will write the transverse momentum as

kf,b,T = �ẑNqT + �kT . (8.2)
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It will also be useful to define a momentum variable
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On the second line, the "· · ·" represents higher powers in an expansion in small q
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tons is small relative to the hard scale:
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On top of these, other approximations are normally needed. For instance, in the current
region kf is aligned with the final state hadron and

kf · PB ! 0 . (8.13)

Beyond these, still further approximations apply to different specific partonic subprocesses.
First, in the 2 ! 1 process of Fig. 4(a), ki ! k, and the 1/Q

2-suppressed terms in equations
like Eqs. (8.9)–(8.11) are dropped. For a hard 2 ! 2 process shown in Fig. 4(b), |k2|⇠ Q
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while k
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2 ! 0. If both |k2| and k
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X
are large, then at least three partons (e.g., Fig. 4(c))

are ejected at wide angles from the hard collision. For fixed xN, zN, Q
2, and P

B,T, only
certain ki and kf are consistent with any given picture in Fig. 4.

For example, say we wish to interpret a particular SIDIS region with a partonic con-
figuration like Fig. 4(a), corresponding to the current fragmentation region. For a partonic
description to hold at all, a minimum requirement is that ratios like Eq. (8.12) are very
small. So define a ratio
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and consider regions of Q where R0 is less than a certain numerical size for a given set of
estimates for k
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i
and k
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f
. Next, since scattering is assumed to be in the current region in

Fig. 4(a), the ratio

Collinearity = R1 ⌘ PB · kf

PB · ki
, (8.15)
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must also be small. See Ref. [34] for more discussion – R1 corresponds to R from that
reference. The expression for R1 in terms of the variables in Eq. (5.1) and Eq. (8.1) is
straightforward, but slightly cumbersome and not instructive, so we will not write it ex-
plicitly here.

The 2 ! 1 partonic kinematics only apply if k
2
/Q

2 ⇡ 0, an approximation that fails if
transverse momentum is too large. So define another ratio,

Transverse Hardness Ratio = R2 ⌘ |k2|
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. (8.16)

R2 is small for 2 ! 1 partonic kinematics. From Eq. (8.1),
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Note that this suggests qT from Eq. (5.3) as the most useful transverse momentum for
quantifying transverse momentum hardness relative to Q; if q

2

T
/Q

2 ⇠ 1, then R2 ⇠ 1 for
both large and small ẑN while if q
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T
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2 ⌧ 1 and ⇣ ⇠ zN (as in the current fragmentation
region with TMDs) then R2 ⌧ 1 (see also discussion in Ref. [35]).

If the SIDIS region corresponds to 2 ! 2 hard partonic kinematics, then R2 must
be large (⇠ 1). However, then the ratio k

2

X
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2 must be small since there is only one
unobserved parton, and its invariant mass must be small relative to hard scales to qualify
as a single massless parton. (See Fig. 4(b).) If k2 is a massless on-shell quark or gluon,
then k
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= 0 and this places a strong kinematical constraint on relationship between the

momentum fractions ⇠ and ⇣. See, for example, Eq.(83) of [17]. So define one more ratio,
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. (8.18)

Large R2, but small R3, corresponds to 2 ! 2 parton kinematics. Large R2 and large R3

corresponds to partonic scattering with three or more final state partons, such as Fig. 4(c).
To see that the size of R2, Eq. (8.17), reflects the importance of transverse momentum,

we repeat an argument very similar to that on page 4 of [35]. Note that Feynman graphs
corresponding to the inside of the box in Fig. 4 contain propagator denominators of the
form
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= 0 and this places a strong kinematical constraint on relationship between the

momentum fractions ⇠ and ⇣. See, for example, Eq.(83) of [17]. So define one more ratio,

Spectator Virtuality Ratio = R3 ⌘ |k2
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|

Q2
. (8.18)

Large R2, but small R3, corresponds to 2 ! 2 parton kinematics. Large R2 and large R3

corresponds to partonic scattering with three or more final state partons, such as Fig. 4(c).
To see that the size of R2, Eq. (8.17), reflects the importance of transverse momentum,

we repeat an argument very similar to that on page 4 of [35]. Note that Feynman graphs
corresponding to the inside of the box in Fig. 4 contain propagator denominators of the
form
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,
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k2 + O (Q2)
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internal propagators from the emission of wide-angle kX partons. Note also that k · q ⇠
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. The possible approximations to these denominators are representative of

the approximations needed in derivations of factorization. If |k2|⇠ Q
2, the O
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in the denominators are negligible so that the part of the graph inside the box can be
calculated in perturbative QCD using both Q

2 and k
2 as equally good hard scales. In this

case, and k
2
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2, then Fig. 4(b) becomes the relevant picture. However, if |k2|⌧ Q
2,

the O
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terms in the first of the denominators in Eq. (8.19) must be kept. Then, a
|k2|/Q

2 ⌧ 1 approximation in the second denominator can be used, and it is this type of
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It will also be useful to define a momentum variable
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On the second line, the "· · ·" represents higher powers in an expansion in small q
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On top of these, other approximations are normally needed. For instance, in the current
region kf is aligned with the final state hadron and

kf · PB ! 0 . (8.13)

Beyond these, still further approximations apply to different specific partonic subprocesses.
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description to hold at all, a minimum requirement is that ratios like Eq. (8.12) are very
small. So define a ratio

General Hardness Ratio = R0 ⌘ max
✓����

k
2

i

Q2

���� ,

����
k
2

f

Q2

���� ,

����
�k

2

T

Q2

����

◆
. (8.14)

and consider regions of Q where R0 is less than a certain numerical size for a given set of
estimates for k

2

i
and k

2

f
. Next, since scattering is assumed to be in the current region in

Fig. 4(a), the ratio

Collinearity = R1 ⌘ PB · kf

PB · ki
, (8.15)
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must also be small. See Ref. [34] for more discussion – R1 corresponds to R from that
reference. The expression for R1 in terms of the variables in Eq. (5.1) and Eq. (8.1) is
straightforward, but slightly cumbersome and not instructive, so we will not write it ex-
plicitly here.

The 2 ! 1 partonic kinematics only apply if k
2
/Q

2 ⇡ 0, an approximation that fails if
transverse momentum is too large. So define another ratio,
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. (8.16)
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Note that this suggests qT from Eq. (5.3) as the most useful transverse momentum for
quantifying transverse momentum hardness relative to Q; if q

2
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2 ⇠ 1, then R2 ⇠ 1 for
both large and small ẑN while if q

2

T
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2 ⌧ 1 and ⇣ ⇠ zN (as in the current fragmentation
region with TMDs) then R2 ⌧ 1 (see also discussion in Ref. [35]).

If the SIDIS region corresponds to 2 ! 2 hard partonic kinematics, then R2 must
be large (⇠ 1). However, then the ratio k
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unobserved parton, and its invariant mass must be small relative to hard scales to qualify
as a single massless parton. (See Fig. 4(b).) If k2 is a massless on-shell quark or gluon,
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Large R2, but small R3, corresponds to 2 ! 2 parton kinematics. Large R2 and large R3

corresponds to partonic scattering with three or more final state partons, such as Fig. 4(c).
To see that the size of R2, Eq. (8.17), reflects the importance of transverse momentum,

we repeat an argument very similar to that on page 4 of [35]. Note that Feynman graphs
corresponding to the inside of the box in Fig. 4 contain propagator denominators of the
form
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calculated in perturbative QCD using both Q
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2 ⌧ 1 approximation in the second denominator can be used, and it is this type of
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The size of these ratios determine partonic 
configurations (factorization theorem) and map 

to kinematical regions of the observables 
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These quantities can help determine  
transition regions between kinematics 

where different factorisation theorems apply



Final remarks 

Simple model like gaussian in momentum space are  useful “snapshots”

of TMDs  at a given scale. They may also help assessing signals of 
evolution when used as a benchmark.


This is important since several issues remain in the extraction of TMDs.


Fits in CSS formalism (TMD evolution) undershoot the data. 


One can probably study “shape” and evolution of TMDs separately, 
although ultimately, the normalisation issues should be resolved.


The issues propagate to other extractions.


Among other things, assessing the kinematics validity of different 
factorisation theorems seems important. 


Quantities R1, R2, R3 presented here can serve as tool to do this.




Thanks.



backup.
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W ~ Wpert

This condition should hold, 
but in this case one is 

“enhancing” the 
perturbative part.

Model 
independent`fits data

These normalizations are hard to justify, but they do 
have  and impact in the “shape” of the TMDs.  

Some challenges: 
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(1) & (2) Sivers asymmetry in SIDIS

14

0.0

0.2

0.4

0.6

0.8

∆
N

 f
u

(1
) (x

)

no evolution

   current
projected

0.5

2.0

 0.01  0.1

re
l. 

u
n
ce

rt
.

x

-0.8

-0.6

-0.4

-0.2

0.0

∆
N

 f
d

(1
) (x

)

no evolution

0.5

2.0

 0.01  0.1

re
l. 

u
n
ce

rt
.

x

FIG. 10: First moment of the extracted Sivers distributions for u = uv+ū (left panel) and d = dv+d̄ (right panel).
The shaded bands correspond to our estimate of 2� C.L. error. The light-blue bands show the uncertainties corre-
sponding to our reference fit (see Table II). The red (meshed) bands correspond to the uncertainties estimated by
using the same model, with the projected experimetal errors of the future COMPASS run on deuteron target [18].

light-blue. The bands obtained when adding to the data set the projected errors on the asymmetries of
the new deuteron run are shown in red, and labeled “projected”. The plots for the first moments (bottom
panels) show the relative uncertainty, i.e. the ratio between the upper/lower border of the uncertainty
bands and the best-fit curve for the reference fit. As expected, the new deuteron run will have a small
impact on the u-quark first moment of the Sivers function. On the contrary, the reduction in the error
band for the first moment of the Sivers function for the d-quark is considerable, and is about a factor 2
for x < 0.1.

This new COMPASS run will therefore lead to a remarkable improvement of our knowledge on the
other flavour contributions of the Sivers function, besides the already well constrained u.

V. SIGNALS OF SCALE DEPENDENCE

In all the results presented above, no Q2 dependence of the Sivers function was considered. An
important aspect of the new COMPASS binning is that it separates di↵erent ranges of Q2, which poses
the question of whether one can distinguish di↵erent assumptions about scale dependence. To test how
this scale dependence can a↵ect our analysis, we will consider two di↵erent approaches which will serve
us as comparisons: on one side, we will adopt a collinear, twist-3 evolution scheme based on Refs. [36–39];
on the other side, we will apply to the Sivers function a TMD-like Q2 evolution similar to that described
in Ref. [17].

In the collinear higher-twist evolution framework, the correlation between spin and transverse momen-
tum is included into the higher-twist collinear parton distributions or fragmentation functions. These
functions have no probabilistic interpretation: they are generated as quantum interferences between a
collinear active quark state in the scattering amplitude and a collinear quark-gluon composite state in its
complex conjugate amplitude. There are no intrinsic k? in this case, which are integrated over, and the
evolution in Q2 occurs only through x. In other words, twist-3 PDFs and FFs evolve in Q2 by changing
shape in x.

In the TMD factorization approach, spin asymmetries are generated by spin and transverse momentum
correlations between the identified hadron and the active parton. This correlations are embedded in the
TMD parton distribution or fragmentation functions, which can be interpreted as probability densities.
Here the Q2 evolution a↵ects the x dependence as well as the shape in k?.

Although they are defined in di↵erent contexts, TMD and collinear quark-gluon correlation functions
are closely related to each other. In particular, the first k?-moment of the Sivers function is related
to the collinear, twist-3 quark-gluon correlation function Tq,F (x, x) [39]. As the evolution equations
for Tq,F (x, x) are known, we can adopt them in our study to render the Q2 dependence of the Sivers
function, from the initial scale Q2

0 = 1.2 GeV2 (which coincides with the lowest Q2 of the experimental

Uncertainty bands corresponding to   
projected errors for future COMPASS run on Deuteron target 


