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Strategies

1) Gaussian blur to find contiguous pixels above threshold 
(i) blur pixels with gaussian kernel of (physics-driven) size 
(ii) iterate (i) with tight cuts to determine rms to define  

threshold Q 
(iii) associate neighboring ‘superpixels' with Q > threshold 
(iv) apply smart strategies (Radon transform, Hough transform, 

etc.) 

2) Time series analysis 
(i) calculate per pixel pedestal with loose cuts 
(ii) iterate (i) with tight cuts, determine rms dQ/dt to define 

threshold dQ/dt 
(iii) search for dQ/dt in each pixel 
(iv) associate neighboring pixels with dQ/dt > threshold 



Existing Code

1) DMTPC implementation: see section 4.2 of Deaconu thesis  

code is here: /home/dmatter/Software/hptpc-daq 
DmtpcAnalysis/src/cleanSkimFunctions.cc 

dmtpc::analysis::cleanskim::Functions::clusterFind  
has various algorithms available: 

(i) legacy  

http://cleanskimfunctions.cc


Existing Code

(ii) seeded cluster finding 
-iterative reduction of threshold value, calculates probability of cluster objects 



Existing Code

(iii) anisotropic diffusion 
-varies the blur kernel size depending on the image 2D gradient 



Existing Code

(iv) bilateral filter 
-uses distance between pixels above threshold and difference between pixel 
values 



Yet More Code

(ii) ClusterFinding.cc 
-functions for cluster finding algorithms 

(iii) ClusterAlgo.cc 
-functions to estimate cluster properties 

2) Time series analysis 
(i) rudimentary per-pixel threshold calculation exists in (I think(?)) 
/home/dmatter/Software/hptpc-daq/DmtpcSkim/src/CcdCalibMaker.cc 

Nothing else implemented in DMTPC for the time-series strategy.  
See JPL CCD data analysis, post-exposure image sharpening 

http://clusterfinding.cc
http://clusteralgo.cc


Comments

We are in the situation where the hard part is identifying the interesting pixels— 
we will likely need strategies where we can identify pixels with <3 sigma 
excursions as “interesting”. 

(i) HPTPC should implement “legacy” and “seed”, without stitching, in raptorr.  
These reply on root functions so should be straightforward. 

(ii) time series is promising for us…  


