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�2Motivation
Deep learning* has great potential 

to improve all areas of HEP.

*This just means “machine learning”, but emphasizes that I’m talking about modern 
methods - today’s NN’s/BDTs/etc. are not those of LEP and the Tevatron…
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Now is the time to ask what is the potential for LLPs!

Image from J. Antonelli - please let me know if this is not the original source! 

https://indico.cern.ch/event/517268/contributions/2041293/attachments/1272363/1886050/Antonelli_CMS_LLP_May12.pdf
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I don’t have to tell you 
that LLPs have unique 

challenges.  What I 
hope to tell you is about 
how deep learning may 

be able to help.

*This just means “machine learning”, but emphasizes that I’m talking about modern 
methods - today’s NN’s/BDTs/etc. are not those of LEP and the Tevatron…

https://indico.cern.ch/event/517268/contributions/2041293/attachments/1272363/1886050/Antonelli_CMS_LLP_May12.pdf


�4The toolkit is large!
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tool for the job!  (may not be a NN)



�5How can we use deep learning?

Classification

RegressionGeneration

arbitrarily 
many 

categories

map noise 
to structure

provide 
examples 
for training

+Extra credit: weak/unsupervised learning and anomaly detection



�6Classification: signal vs. background
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Figure 9. Left: A typical signal event image. Right: The output of the neural network on the left
image, after rotation in the „ direction by the given number of pixels.

4 High-pT Higgs for BSM Physics

Beyond the discovery of the H æ bb̄ decay, a major motivation for the study of boosted
H æ bb̄ final states in particular is that it allows one to study the structure of the gg æ H

process at high pT . While in the Standard Model this is primarily due to the contribution of
a virtual top quark loop, the total cross section ‡(gg æ H) is only sensitive to the low-energy
limit of this loop, in which it is extremely well approximated by a dimension-five operator
with no dependence on mt. At pT & 2mt, this is no longer true, as the physical momentum
running through the loop is comparable to mt, allowing potential new physics contributions
to the loop to be disentangled that are not observable for the total cross section by observing
the pT dependence. This general observation has been explored in Refs. [7–11]. In this section
we apply our machine learning techniques and illustrate how the improved significance for
H æ bb̄ translates to improved bounds on BSM physics.

We are interested in probing new physics in the gg æ H production loop that can be
modeled as dimension-6 operators. Following Ref. [7], the operators modifying gg æ H

production cross section are parameterized as

Le� = LSM +
3

cy
yt

v2 |H|2Q̄LH̃tR + h.c.
4

+ cH
1

2v2 ˆµ|H|2ˆµ|H|2

+ cg
–s

12fiv2 |H|2Ga
µ‹Gaµ‹ + c̃g

–s

8fiv2 |H|2Ga
µ‹

ÂGaµ‹ . (4.1)

Here Gaµ‹ is the QCD field strength, and ÂGaµ‹ = 1
2‘µ‹‡flGa

‡fl its dual. After electroweak
breaking, the induced operators a�ecting the coupling of the Higgs boson to tops and gluons
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jets with a two-prong substructure using the double b-tag, standard tagging observables provide
minimal gains, and the primary difference between the two decays are their color flows, shown
in Fig. 6, with the Higgs being a color singlet, and the gluon a color octet. The gluon radiates
much more widely away from the dipole, as is clearly seen in the jet images in Fig. 5. ijm

(Are there any experimental benefits of Rb2? It might be cleaner to just use
beta. Rb2 is also IRC unsafe –ijm)

Having identified from the neural network that significant discrimination power can be
extracted from the jet, and building on the intuition from the jet images and our physical
understanding of the decay channels, that this information should be contained in the color
flow, we now show that this additional discrimination power can largely be extracted using a
simple observable to identify the color flow. A number of observables exist to probe the color
flow within a jet. Here we consider the recently introduced observable �3 [47]

�3 =

�
� (0.5)
1

�2�
� (1)
2

�0.5

� (2)
2

, (3.1)

where � j
n is the n-jettiness observable [37, 38] with angular exponent j defined with the winner

takes all axes [68].
In Fig. 7 we show an SIC curve comparing the performance of the �3 observable with the

full neural network architecture. The full neural network sets an upper bound on the achievable
discrimination power, and we find that the majority of the improved discrimination power
identified by the neural network is reproduced by the simple �3 observable. This is promising
for immediate application to LHC searches. It also supports our intuition that the dominant
remaining information lies in the color flow. Since much effort has been given to two-prong
tagging, and relatively limited attention has been payed to the study of color flow, we believe
that variable such as �3 may be more widely applicable to improving jet substructure searches.

H

b

b̄

1 g

b

b̄

1
2

Figure 7. Color flow for H � bb̄ and g � bb̄, the main irreducible QCD background to our signal.
The numbers 1 and 2 label different color lines.

3.3.2 Global Event ijm

(can we identify what is actually going on here –ijm)
cite Lisa’s paper, Matt’s paper. [71][72][73]
jet pull: [49]
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Figure 6. Average jet images for the 100 most background like (top) and signal like (bottom) jets.
The jet images are weighted by the pT in the first column, the neutral pT in the second column, and
the charge multiplicity in the third column. Due to the di�erent color flows, the signal like (H æ bb̄)
jets have a more contained color flow pattern.

3.3.1 Jet Substructure

As emphasized earlier, the H æ bb̄ search is di�erent from other boosted hadronically decaying
massive boson studies because the application of double b-tagging already enforces a two-prong
topology. Therefore, two-prong tagging is not as useful. Studies to further optimize the event
selection with N2 confirm this expectation — little significance gain is possible using only this
state-of-the-art two-prong tagging technique (see also Ref. [37]). One of the attractive features
of jet images is that they can be directly inspected to visualize the information content. For
example, Fig. 6 shows the average of the 100 most signal-like and most background-like jets,
according to the neural network. The two-prong structure of both signal and background is
clear in all three channels. The main di�erence between gg æ bb̄ and H æ bb̄ is the orientation
of the radiation between and around the two prongs. As expected due to the di�erent color
structure, the radiation pattern around the two prongs is more spread out for the gluon
case. Figure 7 shows additional images that are split by their value of —3. It is clear from
the images that low —3 values (background-like) pick out subjets with a broader radiation
patterns compared with high —3 (signal-like) images. However, the top plot of Fig. 7 clearly
indicates that —3 is not the same as the neural network, so there is additional information
to learn. Figure 8 tries to visualize the additional information. The distribution of —3 in the
signal is reweighted to be the same as the background so that —3 by itself is not useful for
discrimination. The average images for signal and background look very similar by eye, but
the di�erence of the average images reveals interesting structure. These structures still show
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extracted from the jet, and building on the intuition from the jet images and our physical
understanding of the decay channels, that this information should be contained in the color
flow, we now show that this additional discrimination power can largely be extracted using a
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for immediate application to LHC searches. It also supports our intuition that the dominant
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tagging, and relatively limited attention has been payed to the study of color flow, we believe
that variable such as �3 may be more widely applicable to improving jet substructure searches.
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Figure 6. Average jet images for the 100 most background like (top) and signal like (bottom) jets.
The jet images are weighted by the pT in the first column, the neutral pT in the second column, and
the charge multiplicity in the third column. Due to the di�erent color flows, the signal like (H æ bb̄)
jets have a more contained color flow pattern.
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As emphasized earlier, the H æ bb̄ search is di�erent from other boosted hadronically decaying
massive boson studies because the application of double b-tagging already enforces a two-prong
topology. Therefore, two-prong tagging is not as useful. Studies to further optimize the event
selection with N2 confirm this expectation — little significance gain is possible using only this
state-of-the-art two-prong tagging technique (see also Ref. [37]). One of the attractive features
of jet images is that they can be directly inspected to visualize the information content. For
example, Fig. 6 shows the average of the 100 most signal-like and most background-like jets,
according to the neural network. The two-prong structure of both signal and background is
clear in all three channels. The main di�erence between gg æ bb̄ and H æ bb̄ is the orientation
of the radiation between and around the two prongs. As expected due to the di�erent color
structure, the radiation pattern around the two prongs is more spread out for the gluon
case. Figure 7 shows additional images that are split by their value of —3. It is clear from
the images that low —3 values (background-like) pick out subjets with a broader radiation
patterns compared with high —3 (signal-like) images. However, the top plot of Fig. 7 clearly
indicates that —3 is not the same as the neural network, so there is additional information
to learn. Figure 8 tries to visualize the additional information. The distribution of —3 in the
signal is reweighted to be the same as the background so that —3 by itself is not useful for
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Figure 1. A schematic of the two-stream CNN used in this study. The first stream uses the full
event information, while the second stream uses the jet substructure information. More details on the
architecture are provided in the text.

activations, and stride length of 1. The first convolutional layer in each stream has 32 filters,
and the second convolutional layer in each stream has 64 filters. The dense layer at the
end of each stream has 300 neurons each. Finally, the two dense layers from each stream
are fully connected to an output layer of one neuron with sigmoid activation. In total this
gives 2.6 million trainable parameters in the network. We used the AdaDelta optimizer [94],
with binary cross entropy as our loss function, and used the relatively simple Early Stopping
method as a regularization technique, stopping when the significance improvement of the Higgs
measurement at pmin

T = 450 GeV stopped improving (with a patience of 2 epochs). We arrived
at this final model after testing the performance (measured by the significance improvement
of the Higgs measurement at pmin

T = 450 GeV) using di�erent optimizers (AdaDelta [94],
AdaGrad [95], Adam [96]), di�erent activation functions (mainly testing ReLU against leaky
ReLU), and regularization (dropout [97] vs. Early Stopping). Our training was performed
using the Keras [98] Python neural network library with Tensorflow [99] backend, on
Nvidia GeForce 1080 Ti GPUs.

2.2 Inputs and Preprocessing

The inputs to our neural network are jet images [56]. For each event, an image is created for
each stream: one image is the full event image and the other is the image of the hardest jet
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4 High-pT Higgs for BSM Physics

Beyond the discovery of the H æ bb̄ decay, a major motivation for the study of boosted
H æ bb̄ final states in particular is that it allows one to study the structure of the gg æ H

process at high pT . While in the Standard Model this is primarily due to the contribution of
a virtual top quark loop, the total cross section ‡(gg æ H) is only sensitive to the low-energy
limit of this loop, in which it is extremely well approximated by a dimension-five operator
with no dependence on mt. At pT & 2mt, this is no longer true, as the physical momentum
running through the loop is comparable to mt, allowing potential new physics contributions
to the loop to be disentangled that are not observable for the total cross section by observing
the pT dependence. This general observation has been explored in Refs. [7–11]. In this section
we apply our machine learning techniques and illustrate how the improved significance for
H æ bb̄ translates to improved bounds on BSM physics.

We are interested in probing new physics in the gg æ H production loop that can be
modeled as dimension-6 operators. Following Ref. [7], the operators modifying gg æ H

production cross section are parameterized as
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Here Gaµ‹ is the QCD field strength, and ÂGaµ‹ = 1
2‘µ‹‡flGa

‡fl its dual. After electroweak
breaking, the induced operators a�ecting the coupling of the Higgs boson to tops and gluons
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Figure 1. A schematic of the two-stream CNN used in this study. The first stream uses the full
event information, while the second stream uses the jet substructure information. More details on the
architecture are provided in the text.

activations, and stride length of 1. The first convolutional layer in each stream has 32 filters,
and the second convolutional layer in each stream has 64 filters. The dense layer at the
end of each stream has 300 neurons each. Finally, the two dense layers from each stream
are fully connected to an output layer of one neuron with sigmoid activation. In total this
gives 2.6 million trainable parameters in the network. We used the AdaDelta optimizer [94],
with binary cross entropy as our loss function, and used the relatively simple Early Stopping
method as a regularization technique, stopping when the significance improvement of the Higgs
measurement at pmin

T = 450 GeV stopped improving (with a patience of 2 epochs). We arrived
at this final model after testing the performance (measured by the significance improvement
of the Higgs measurement at pmin

T = 450 GeV) using di�erent optimizers (AdaDelta [94],
AdaGrad [95], Adam [96]), di�erent activation functions (mainly testing ReLU against leaky
ReLU), and regularization (dropout [97] vs. Early Stopping). Our training was performed
using the Keras [98] Python neural network library with Tensorflow [99] backend, on
Nvidia GeForce 1080 Ti GPUs.

2.2 Inputs and Preprocessing

The inputs to our neural network are jet images [56]. For each event, an image is created for
each stream: one image is the full event image and the other is the image of the hardest jet
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�8Generation: Ex. CaloGAN

Can we design a fast 
sim that captures full-sim 
level information about 
strange showers using 

generative NN’s?
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M
1

and M
2

defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f
1

> f
2

, an optimal classifier trained to

distinguish M
1

from M
2

is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f
1

pS + (1� f
1

) pB
f
2

pS + (1� f
2

) pB
=

f
1

LS/B + (1� f
1

)

f
2

LS/B + (1� f
2

)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f
1

> f
2

, since

@LS/B
LM1/M2

= (f
1

� f
2

)/(f
2

LS/B � f
2

+ 1)2 > 0. If f
1

< f
2

, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f
1

and f
2

are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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One solution: Train 
directly on data using 

mixed samples

CWoLa
Classification 

Without Labels

N.B. one of these could be 
sim and one could be data

E.
 M

et
od

ie
v, 

BP
N

, J
. T

ha
le

r, 
JH

EP
 1

0 
(2

01
7)

 5
1



�10Extra Credit 2: No simulation (s or b)

2500 3000 3500
10�13

10�11

10�9

10�7

10�5

10�3

10�1

p 0

3�

4�

5�

6�

7�

3�

4�

5�

6�

7�

mJJ / GeV

No signal

2500 3000 3500

10%

1%

0.2%

With signal

Figure 8. Left: m
JJ

distribution of dijet events (including injected signal, indicated by the filled
histogram) before and after applying jet substructure cuts using the NN classifier output for the
m

JJ

' 3 TeV mass hypothesis. The dashed red lines indicate the fit to the data points outside of the
signal region, with the gray bands representing the fit uncertainties. The top dataset is the raw dijet
distribution with no cut applied, while the subsequent datasets have cuts applied at thresholds with
e�ciency of 10�1, 10�2, 2 ⇥ 10�3, and 2 ⇥ 10�4. Right: Local p0-values for a range of signal mass
hypotheses in the case that no signal has been injected (left), and in the case that a 3 TeV resonance
signal has been injected (right). The dashed lines correspond to the case where no substructure cut
is applied, and the various solid lines correspond to cuts on the classifier output with e�ciencies of
10�1, 10�2, and 2 ⇥ 10�3.

Figure 9. Events projected onto the 2D plane of the two jet masses. The classifiers are trained to
discriminate events in the signal region (left plot) from those in the sideband (second plot). The third
plot shows in red the 0.2% most signal-like events determined by the classifier trained in this way. The
rightmost plot shows in red the truth-level signal events.

signal region from those of the sideband, the 0.2% most signal-like events as determined by

the classifier are plotted in red in the third plot of Fig. 9, overlaid on top of the remaining

events in gray. The classifier has selected a population of events with m
J A

' 400 GeV and
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For more, see also B. Dillon, D. Faroughy, J. Kamenik, 1904.04200, 
T. Roy, A. Vijay, 1903.02032, O. Cerri et al. 1811.10276, 
T. Heimel et al. SciPost Phys. 6 (2019) 030, M. Farina, Y. Nakai, D. Shih, 1080.08992. 
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Image from J. Antonelli - please let me know if this is not the original source! 

https://indico.cern.ch/event/517268/contributions/2041293/attachments/1272363/1886050/Antonelli_CMS_LLP_May12.pdf
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HCP can be identified with high dE/dx in pixel detectors.  Often, people 
use truncated mean.  What is the best way to combine charge info?

ML is good for asking questions like this, even if the 
ultimate answer is simpler than “use a NN”
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…informal discussion of what is already being done 

…discussion of census and start discussion of techniques 

…continue brainstorming techniques → LLP ideas; brief tutorial possible time/interest permitting

(next page)



�15Census of datasets
There are many non-ML studies out there that 

maybe can be reused for ML studies.  
2

FIG. 1: Schematic event display of a pair of quirks (green)
with an ISR jet (blue). The cylinders represent the three
innermost layers of the ATLAS/CMS tracker. The hits (black
dots) all lie on a single plane (shaded red).

central force. This allows us to develop a strategy that is
largely independent of ⇤, mQ and the kinematic configu-
ration of the event. In particular, we will argue that the
angular momentum of the quirk/anti-quirk system is ap-
proximately conserved as it traverses the ATLAS/CMS
tracker. Since the quirk/anti-quirk system is initially
produced with negligible angular momentum, the trajec-

tories lie on a plane to a good approximation. The idea
is therefore to search for pairs of hits in each layer which
all lie on a single plane (See Fig. 1).

The remainder of this paper is organized as follows:
In Sec. II, we review quirk dynamics and how to model
their motions. We present details on our search strategy
in Sec. III and the main results and sensitivity estimates
in Sec. IV. We reserve some additional results on dE/dx

for App. A.

II. QUIRK DYNAMICS

At the LHC, quirks can be pair-produced through ei-
ther electroweak (Drell-Yan) and/or QCD interactions.
Below we study the dynamics of quirks after they are
pair-produced. As our benchmarks scenarios, we will
consider vector-like quirks in the (1, 1)

1

and (3, 1) 2
3

rep-
resentations. In the latter case, the quirks will quickly
hadronize into quirk-hadrons, and the probability for
those final states to have ±1 charges is roughly 30% as
estimated using Pythia8 [21]. Our analysis is largely in-
dependent on the charges of the quirk-hadrons, as long as
both quirk-hadrons carry non-zero electric charge, such
that they leave a signal in the inner trackers of ATLAS
and CMS. In what follows we will loosely refer to the
quirk-hadrons as quirks.

The quirks are approximately free right after they are

produced. As their separation length becomes larger
than ⇤�1, confinement will lead to an unbreakable flux-
tube connecting the two quirks. This system can be
described by the Nambu-Goto action with massive end-
points, which has been shown to correctly capture the
properties of the heavy quark potential in QCD [22].
More general actions are possible, but should not a↵ect
our results significantly, as long as the string tension is
much larger than the Lorentz force exerted by the mag-
netic field. The action for the quirks and the flux-tube
(e↵ectively a string) is then,

S = �mQ

X

i=1,2

Z
d⌧i � ⇤2

Z
dA + S

ext

, (2)

where A is the area of the string worldsheet, ⌧i the proper
time of the two quirks, and S

ext

describes external forces
on the system. The boundaries of the string worldsheet
are fixed to be the worldlines of the quirks. Note that we
have taken ⇤2 to be the string tension, which will also
serve as a precise definition for ⇤. Eq. 2 leads to the
following sets of equations for the quirks

@

@t

(m�v) = �⇤2

 p
1 � v

2

?
vk

vk +
vkp

1 � v

2

?
v?

!
+ F

ext

,

(3)
where v is the quirk velocity, vk and v? are the com-
ponents of the velocity parallel and perpendicular to the
string (vk + v? = v). There is one equation for each
quirk, and the dynamics of the string in general leads
to another, very complicated partial di↵erential equa-
tion that couples to Eq. 3. Fortunately, in the region
where ⇤ � 100 eV, the force from the string is large
compared to other interactions, and the string can be
approximated as straight. In this limit, and in the center
of mass frame, vk will lie along the displacement vector
between the quirks, and Eq. 3 alone su�ces to describe
the motion of the quirks. Ignoring F

ext

, and for a pair of
quirks produced back-to-back with initial velocity v, the
motion for one period 0  t  2v�mQ/⇤2 is given by

d

cm

(t) =
mQ

⇤2

2

4
� �

s

1 +

✓
⇤2

t

mQ
� v�

◆
2

3

5
, (4)

where � = 1/
p

1 � v

2. This gives the amplitude in Eq. 1.
In ATLAS and CMS, the trajectory in Eq. 4 will be

modified by the inclusion of F

ext

, which is the Lorentz
force exerted by the magnetic field as well as forces ex-
erted during the passage through the detector material.
Then, to justify our proposed search strategy, we must
verify two crucial features of the quirk trajectories taking
F

ext

into account:

1. The probability that the quirks annihilate before
reaching the outer part of the inner tracker is very
small.

2. The quirk/anti-quirk system does not pick up a
large amount of angular moment as it traverses the
detector material and the magnetic field.

5

the muon chambers. Since the focus of this letter is on
the o↵-line reconstruction strategy, we do not consider a
potential muon trigger here.

C. Plane finding Algorithm

As argued above, the quirk trajectories largely lie on a
single plane, which will be the essential ingredient for our
proposed algorithm. We will assume that the primary
vertex is identified correctly, and is located at the origin.
A single hit is then defined by its position three-vector,
and a candidate plane is fully specified by its normal unit
vector. Our tracking algorithm is thus reduced to solving
the following problem: Given a list of hits, what is the
optimal plane that is close to as many hits as possible?
To find a solution, one must first define a metric that
specifies what ‘closeness’ means. One also needs to define
when a hit is considered to be part of a plane, given the
finite resolution of the tracker. Finally, the notion of
an ‘optimal plane’ is ambiguous, given that one must
weigh the goodness of the fit against the number of hits
included. We will address these issues step by step in the
remainder of this section.

A natural choice for the distance measure between a
set of hits {xa}aN and a plane with normal vector n is
the root-mean-squared distance of the hits to the plane

d(n,xa) ⌘
vuut 1

N � 1

NX

a=1

(n · xa)
2

. (10)

The distance can be rewritten as d =
p

Tijninj , where
the two-tensor Tij is defined by

T (xa)ij ⌘ 1

N � 1

NX

a=1

x

a
i x

a
j . (11)

Minimization of d with respect to n simply reduces to
solving an eigenvalue problem for T . The smallest eigen-
value, �s

2, then gives the minimum value of d2, with an
associated eigenvector n

1

equal to the normal vector of
the optimal plane. �s therefore gives a measure of the
thickness of the plane.

There is additional useful information in the other
eigenvalues and eigenvectors of T that describe the ge-
ometry of the hits: Since T is symmetric, the eigen-
vectors are orthogonal. The eigenvectors n

2

and n

3

,
ordered by increasing eigenvalues, therefore lie on the
plane defined by n

1

. Geometrically, n

2

describes a sec-
ond plane, orthogonal to the first, that has minimal root-
mean-squared distance to all the hits. For a pair of quirks
on a plane specified by n

1

, the n

2

plane roughly splits
the pair of the hits. Then second eigenvalue, denoted by
�w, then provide a measure of the width of the quirks’
oscillations. As for the third eigenvector n

3

, it is orthog-
onal to n

1,2 and therefore provides a good estimate of
the direction of the quirks’ motion. In the limit that �w
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FIG. 4: Hits for a sample signal event, projected onto the
reconstructed plane spanned by (n

3

,n
2

). The dotted line
shows the cylindrical detector layers projected onto the signal
plane as ellipses. The inner figure shows a zoomed-in view
of the hit patterns, which lie roughly on a strip with width
�w ⇠ 0.074 cm.

is small compared to the detector size, all the quirks’ hits
will then be confined along a narrow planar strip. Specif-
ically, the quirks signal we are after will lie in a positive
direction (xa ·n

3

) > 0, with a small thickness �s for the
fitted plane and an oscillation width �w.

Fig. 4 shows an example signal hit pattern, projected
on the reconstructed plane spanned by (n

3

,n

2

). The
dotted ellipses show the tracking layers projected on the
(n

3

,n

2

) plane. We see that all the hits lay in the positive
n

3

direction, and that the hits mainly lay a few factors
within �w. As expected, n

3

reconstructs the quirks’
direction to a good approximation.

With the key geometric variables defined, we now de-
scribe an algorithm that will iteratively reconstruct an
‘optimal plane’. Given that for each list of hits, a best
fitted plane can be computed as described above, the goal
would then be to pick out an ‘optimal list’ of hits {xa}
among thousands of unassociated hits in an event. The
definition of what is optimal will involve a combination
of �s and �w cuts, in addition to a few other selection
cuts in the algorithm. For simplicity, we assume a detec-
tor geometry of 8 layers of detector, following the ATLAS
pixel layers and SCT; although our description may be
generalized to other detector elements. The algorithm
is split into two main stages, the seeding and iterative
fitting stage:

1. Seeding: Define initial hits for iterative fitting

(a) Start from the 8th layer, collect all pairs of
hits with �� < 0.1 and �z < 2cm. Repeat
the same for the 7th layer.

(b) Construct four-hits combinations by choos-
ing one pair from each initial layer. Com-
pute the tensor T and apply the follow cuts:

S. Knapen et al., Phys. Rev. D 96, 115015 (2017)*

Example: quirks

…we may also be able to put together public 
collaboration datasets - please keep an open mind!

*I did not ask Simon, Tim, Michele, or Jack if we could use their simulation - this is only an example of something that may be useful and if there is interest, we should ask them!

LINK TO SURVEY

https://docs.google.com/forms/d/e/1FAIpQLScVrIV0_WGlicWyJbPkpkMJdq63MnMfRwDa-U9wVvIQFCz1Fg/viewform?usp=sf_link
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Image from J. Antonelli - please let me know if this is not the original source! 

There has already been great work, but a lot of ML 
potential untapped - an exciting future is ahead!

https://indico.cern.ch/event/517268/contributions/2041293/attachments/1272363/1886050/Antonelli_CMS_LLP_May12.pdf


Questions?


