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Jets: what and why

✦ Hard scatterings of 
partons occur early in 
collisions and subsequent 
products may interact 
with a medium 

✦ Jets found via clustering 
algorithm (de facto 
standard: anti-kT) allow 
access to hard scattered 
parton kinematics 

✦ Modification of jets is 
used to probe existence 
and properties of a QGP
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Inclusive jet measurements in small systems
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✦ Measure event activity (EA) at large backward rapidity and map geometrically to  
✦ Probe for final state effects with nuclear modification factor 

 

✦ no net final state effects

N𝖼𝗈𝗅𝗅

Rp/d+Au ≡
dNp/d+A/dpT

⟨Tp/d+A⟩ dσINEL
pp /dpT

=
Yieldp/d+A

⟨Ncoll⟩ Yieldpp

Rp/d+A ≈ 1 ⇒

and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating

 (GeV/c)
T

p

C
P

R

0.4

0.5

0.6

0.7

0.8

0.9

1

40-60% / 60-88%

20-40% / 60-88%

0-20% / 60-88%

10 20 30 40 50

(c)

A
u

d
R

0.6

0.8

1

1.2

1.4

1.6

1.8 60-88%

40-60%

20-40%

0-20%

E-loss 0-20%
(Kang et al)

(b)

A
u

d
R

 = 200 GeVNNs+Au,dPHENIX
=0.3 jetR,tkanti-

Data, 0-100%

EPS09 (Eskola et al) E-loss (Kang et al)

(a)

0.7

0.8

0.9

1

1.1

1.2

FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
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uncertainty range of calculations incorporating nuclear parton
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Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.

74 ALICE Collaboration / Physics Letters B 749 (2015) 68–81

Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
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correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.
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reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
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Fig. 8 Inclusive jet nuclear modification factor R∗
pPb as a function of
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sNN = 5.02 TeV pPb collisions, using a pp reference extrap-

olated from previous measurements [33] at
√
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bars represent the statistical uncertainties, and the open boxes repre-
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work, compared to ATLAS results [22] at |yCM| < 0.3 for the 0–90 %
most central collisions with distance parameter R = 0.4. The vertical
bars show the statistical uncertainties, and the open boxes represent the
systematic uncertainties

most central collisions, performed using a distance parame-
ter R = 0.4. Although the event selections and the jet recon-
struction are not exactly the same in the two measurements,
the results are in good agreement.

5 Summary

The inclusive jet spectra and nuclear modification factors
in pPb collisions at

√
sNN = 5.02 TeV have been mea-

sured. The data, corresponding to an integrated luminos-
ity of 30.1 nb−1, were collected by the CMS experiment in
2013. The jet transverse momentum spectra were measured
for pT > 56 GeV/c in six pseudorapidity intervals cover-
ing the range −2 < ηCM < 1.5 in the NN center-of-mass
system. The jet spectra were found to be softer away from
mid-rapidity. The jet production at forward and backward
pseudorapidity were compared, and no significant asymme-
try about ηCM = 0 was observed in the measured kinematic
range.

The differential jet cross section results were compared
with extrapolated pp reference spectra based on jet mea-
surements in pp collisions at

√
s = 7 TeV. The inclusive

jet nuclear modification factors R∗
pPb were observed to have

small enhancements compared to the reference pp jet spec-
tra at low jet pT in all ηCM ranges. In the anti-shadowing
region, for |ηCM| < 0.5 and 56 < pT < 300 GeV/c, the
value R∗

pPb = 1.17 ± 0.01 (stat) ± 0.12 (syst) was found.
The R∗

pPb appears to be approximately independent of pT,
except in the most backward pseudorapidity range. The R∗

pPb
measurements were found to be compatible with theoretical
predictions from NLO pQCD calculations that use EPS09
nPDFs.
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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RdAu and RCP quantities, with the exception of the variation
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jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
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narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
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assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.
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interact with nucleons in the nucleus with a reduced cross-section, 
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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✦ 2018: Measured jet spectra per trigger 
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(semi-inclusive) 
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energy transport (jet quenching), 
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Fig. 4. Ratio of !recoil distributions for events with high and low EA measured in p–Pb collisions at √sNN = 5.02 TeV. Left panels: V0A 0–20% / 50–100%; right panels: 
ZNA 0–20% / 50–100%. Upper panels: R = 0.2; lower panels: R = 0.4. The grey boxes show the systematic uncertainty of the ratio, which takes into account the correlated 
uncertainty of numerator and denominator. The red line indicates the ratio for a pT-shift of the high-EA distribution of −0.4 GeV/c.

pression below unity of the ratios in Fig. 4. However, in all panels 
the ratio is consistent with unity within the statistical error and 
the systematic uncertainty at all pch

T,jet , indicating that jet quench-
ing effects are negligible relative to the uncertainties.

These data can nevertheless provide a limit on the magni-
tude of medium-induced energy transport to large angles. In order 
to extract a limit, we parameterize the 0–20% and 50–100% EA-
selected !recoil distributions with the exponential function used in 
Fig. 3, and assume that the slope parameter b is the same for the 
two distributions. We also assume that the average magnitude of 
energy transported out-of-cone is independent of pch

T,jet, which is 
consistent with the observation that the ratios REA in Fig. 4 are in-
dependent of pch

T,jet within uncertainties. The assumption that the 
average magnitude of out-of-cone radiation is independent of pch

T,jet
is likewise consistent with !recoil measurements in Pb–Pb colli-
sions at 2.76 TeV [9]. Consideration of a more complex dependence 
on pch

T,jet is beyond the scope of this phenomenological study.
The ratios REA are then expressed in terms of an average shift s̄

in pch
T,jet between low and high EA events, where s̄ = −b · ln (REA). 

Fits to !recoil for R = 0.4 over the range 15 < pch
T,jet < 50 GeV/c

give b = 9.26 ± 0.33 GeV/c for 50–100% ZNA and b = 9.05 ±
0.30 GeV/c for 50–100% V0A. Fits to the ratios in Fig. 4 then 
give s̄ = (−0.12 ± 0.35stat ± 0.03syst) GeV/c for 0–20% ZNA, and 
s̄ = (−0.06 ± 0.34stat ± 0.02syst) GeV/c for 0–20% V0A, both of 
which are consistent with zero within uncertainties. Fits to nar-
rower ranges in pch

T,jet give similar results.

These values are to be compared with the shift s̄ = (8  ±
2stat) GeV/c measured in central Pb–Pb collisions at √

sNN =
2.76 TeV for R = 0.5 [9], indicating significant medium-induced 
energy transport to large angles in that collision system. This com-
parison of out-of-cone energy transport in p–Pb and Pb–Pb colli-
sions supports theoretical calculations which predict much smaller 
jet quenching effects in p–Pb relative to Pb–Pb collisions [52,54], 
and disfavors the calculation which predicts strong jet quenching 
in small systems [53].

The measured value of s̄ provides a constraint on the magni-
tude of out-of-cone energy transport due to jet quenching in p–Pb 
collisions. We calculate this constraint as the linear sum of the 
central value of s̄, the one-sided 90% confidence upper limit of 
its statistical error, and the absolute value of its systematic uncer-
tainty. For jets with R = 0.4 in the range 15 < pch

T,jet < 50 GeV/c, 
the medium-induced charged energy transport out of the jet cone 
for events with high V0A or high ZNA is less than 0.4 GeV/c, at 
90% confidence. The red line in each panel of Fig. 4 shows the ra-
tio for a pT-shift of −0.4 GeV/c of the high-EA distribution relative 
to the low-EA distribution.

9. Comparison to other measurements

The EA-selected !recoil distribution ratios in Fig. 4 are consis-
tent with unity in the range 15 < pch

T,jet < 50 GeV/c. These dis-
tributions therefore have no significant dependence on EA, in 
agreement with inclusive jet measurements for p–Pb collisions at √

sNN = 5.02 TeV by ALICE [68 ], but in contrast to such measure-
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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STAR detector system 

2π-azimuth and |η| < 1.0 
both for BEMC and TPC

!  Discrimination between π0!ϒϒ and ϒdir  is key part of this analysis 

!   By Transverse Shower Profile (TSP) method  
!   Using Barrel Shower Maximum Detector (BSMD) 

BBC

✦Time Projection Chamber (TPC): charged tracks with pT at |η|<1.0 

✦Barrel Electromagnetic Calorimeter (BEMC): energy deposition, primarily neutral particles at |η|<1.0 
✦Beam-Beam Counter (BBC): plastic scintillators in two rings: 2<|η|<3.4 and 3.4<|η|<5.0 

✦BBC, in Au-going direction, corrected for z-vertex and luminosity, is EA estimator

BEMC

TPC BBC

Jet and EA measurement at STAR
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✦ Minimum bias events: set EA deciles definition 

✦ BEMC triggered events: high transverse energy ( ) hits in BEMC: 
 

✦ Charged jet spectra in TPC

E𝖳
𝗉 + 𝖠𝗎 → 𝗍𝗋𝗂𝗀𝗀𝖾𝗋𝖡𝖤𝖬𝖢 𝗁𝗂𝗍 + 𝖷
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BBC signal (EA) to mid-η correlations
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BBC signal (EA) to mid-η correlations
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✦ Confirmed expectation of 
positive correlation 
between EA and probability 
of BEMC trigger
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BBC signal (EA) to mid-η correlations
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✦ Correlation weakens for 
increasing trigger E𝖳
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✦ Correlation weakens for 
increasing trigger E𝖳
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BBC signal (EA) to mid-η correlations

10

✦ Confirmed expectation of 
positive correlation 
between EA and probability 
of BEMC trigger

✦ Correlation weakens for 
increasing trigger E𝖳

✦  indicates an 
“underlying event” which 
grows with EA combined 
with an approximately 
constant  from triggers
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✦ Binned in Δφ in π/8 slices from the trigger 
✦ Jet spectra presented in this talk are raw 

uncorrected, detector level 
✦ Tracking efficiency is EA-independent* & 

negligible underlying event 

➡  expected to be 
insensitive to track corrections
S0−30%EA/S70−90%EA
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Clustering charged tracks into jets

High EA: 0-30%

Low
 EA

: 
70-90%

     STAR Preliminary 
p+Au sNN = 200 GeV

✦ Jets:  

✦ anti-kT  

✦ R=0.4 

✦ |η|<0.6

 *see Tong Liu’s poster 350 (CD21)
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Recoil and transverse spectra

     STAR Preliminary 
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R = 0.4, |ηjets|<0.6 
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 trigger in BEMC 
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 suppression caused by simple dijet kinematics?S0−30%EA/S70−90%EA
charged jets 

anti-kT R=0.4 

|η|<0.6

BEMC Trigger  
pT,neutral > 8 GeV/c 

|η|<1.0

(PYTHIA only) 

full jets 

anti-kT R=0.7 
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Hard parton scatterings result 
in jets that influence both: 

✦ Charged jet spectra at 
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Inclusive Events
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Trig. Events+8 GeV Jet
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2.4e-05% events have trigger+charged jet
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PYTHIA study — where the leading full jets go

pT,neutral > 8 GeV/c |η| 1≤
pT,ch-jet>8 GeV/c |η| 0.6≤
pT,neutral > 8 GeV/c |η| 1≤

Inclusive Events Triggered Events 
events3.4 × 10−4 %

Trig.&Jet in TPC 
events3.5 × 10−5 %

✦ Cluster R=0.7 full jets for
 

✦ Two with max  are 
“leading” and 
“subleading”

|η | < 7

p𝖳

PYTHIA8 
pp s = 200 GeV

 (-2,-3.4)∈ ηOuter BBC  

 (-3.4,-5)∈ ηInner BBC  

𝖮𝗎𝗍𝖾𝗋 𝖡𝖡𝖢 η ∈ (−𝟤, −𝟥 . 𝟦)

𝖨𝗇𝗇𝖾𝗋 𝖡𝖡𝖢 η ∈ (−𝟥 . 𝟦, −𝟧)
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PYTHIA study — where the leading full jets go

✦ A leading jet axis hits 
BBC in ~40% of 
inclusive events

pT,neutral > 8 GeV/c |η| 1≤
pT,ch-jet>8 GeV/c |η| 0.6≤
pT,neutral > 8 GeV/c |η| 1≤

Inclusive Events Triggered Events 
events3.4 × 10−4 %

Trig.&Jet in TPC 
events3.5 × 10−5 %

~30% Events in BBCouter

~9% Events in BBCinner

✦ Cluster R=0.7 full jets for
 

✦ Two with max  are 
“leading” and 
“subleading”

|η | < 7

p𝖳

PYTHIA8 
pp s = 200 GeV

 (-2,-3.4)∈ ηOuter BBC  

 (-3.4,-5)∈ ηInner BBC  
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PYTHIA study — where the leading full jets go

✦ A leading jet axis hits 
BBC in ~40% of 
inclusive events

✦ Hits outer BBC in ~2% 
of triggered events

➡ inflates 𝖤𝖠

~1x10-3% Events in 
BBCinner

~2% Events in BBCouter

pT,neutral > 8 GeV/c |η| 1≤
pT,ch-jet>8 GeV/c |η| 0.6≤
pT,neutral > 8 GeV/c |η| 1≤

Inclusive Events Triggered Events 
events3.4 × 10−4 %

Trig.&Jet in TPC 
events3.5 × 10−5 %

~30% Events in BBCouter

~9% Events in BBCinner

✦ Cluster R=0.7 full jets for
 

✦ Two with max  are 
“leading” and 
“subleading”

|η | < 7

p𝖳

PYTHIA8 
pp s = 200 GeV

 (-2,-3.4)∈ ηOuter BBC  

 (-3.4,-5)∈ ηInner BBC  
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PYTHIA study — where the leading full jets go

✦ A leading jet axis hits 
BBC in ~40% of 
inclusive events

✦ Hits outer BBC in ~2% 
of triggered events

➡ inflates 𝖤𝖠
✦ Rarely hits outer BBC in 

triggered events with 8 
GeV/c charged jet

~1x10-3% Events in 
BBCinner

~2% Events in BBCouter

pT,neutral > 8 GeV/c |η| 1≤
pT,ch-jet>8 GeV/c |η| 0.6≤
pT,neutral > 8 GeV/c |η| 1≤

Inclusive Events Triggered Events 
events3.4 × 10−4 %

Trig.&Jet in TPC 
events3.5 × 10−5 %

~0.1% Events in BBCouter

No BBCinner hits in 
5.9x107+ (Trig&Jet) events

~30% Events in BBCouter

~9% Events in BBCinner

✦ Cluster R=0.7 full jets for
 

✦ Two with max  are 
“leading” and 
“subleading”

|η | < 7

p𝖳

PYTHIA8 
pp s = 200 GeV

 (-2,-3.4)∈ ηOuter BBC  

 (-3.4,-5)∈ ηInner BBC  
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PYTHIA study — where the leading full jets go

✦ A leading jet axis hits 
BBC in ~40% of 
inclusive events

✦ Hits outer BBC in ~2% 
of triggered events

➡ inflates 𝖤𝖠
✦ Rarely hits outer BBC in 

triggered events with 8 
GeV/c charged jet

~1x10-3% Events in 
BBCinner

~2% Events in BBCouter

pT,neutral > 8 GeV/c |η| 1≤
pT,ch-jet>8 GeV/c |η| 0.6≤
pT,neutral > 8 GeV/c |η| 1≤

Inclusive Events Triggered Events 
events3.4 × 10−4 %

Trig.&Jet in TPC 
events3.5 × 10−5 %

~0.1% Events in BBCouter

No BBCinner hits in 
5.9x107+ (Trig&Jet) events

~30% Events in BBCouter

~9% Events in BBCinner

✦ Cluster R=0.7 full jets for
 

✦ Two with max  are 
“leading” and 
“subleading”

|η | < 7

p𝖳

PYTHIA8 
pp s = 200 GeV
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triggered+(jet in/near BBC) 
events  

➡ Suppresses Shigh EA
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PYTHIA jet spectra if dijet bias is removed
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✦ In each event, read EA signal from 
the BBC opposite of leading/
subleading jet with max(|η|)
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✦ In each event, read EA signal from 
the BBC opposite of leading/
subleading jet with max(|η|)

➡ Remove all dijet constituents 
from BBC

➡ Remove suppression of
 due to dijets 

in outer BBC
S0−30%EA/S70−90%EA
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PYTHIA jet spectra if dijet bias is removed
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PYTHIA  with and without dijet biasS0−30%EA/S70−90%EA

✦ Using “opposite-side” BBC for EA sorting reduces 
suppression by ~constant factor for outer and full, but not 
inner, BBC

pch
T,jet GeV/c

𝖲 𝟢
−

𝟥𝟢
%

𝖤𝖠

𝖲 𝟩
𝟢−

𝟫𝟢
%

𝖤𝖠

𝗉𝗉 s = 200 𝖦𝖾𝖵
𝖯𝖸𝖳𝖧𝖨𝖠𝟪
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✦ Smaller expected dijet 
kinematic effects in p+Au 
collisions than pp 
collisions, due to multiple 
soft collisions measured 
with hard collisions 

✦ Suppression of 
 persists 

with  selection by 
BBCinner or BBCouter 

instead of BBCfull

S𝟢−𝟥𝟢%/S𝟩𝟢−𝟫𝟢%
𝖤𝖠
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Suppression persists with BBCinner EA selection

Recoil jets (|φjet-φtrigger|>(7/8)π)

     STAR Preliminary 
p+Au  

anti-kT raw charged jets 
R = 0.4, |ηjets|<0.6 
non-background subtracted 

 trigger in BEMC 
statistical errors only

sNN = 200 GeV

E𝖳 ≥ 8 𝖦𝖾𝖵/c
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Conclusion
✦ Clear suppression of  in 

200 GeV p+Au collisions at STAR 
✦ Suppression indicates there is either: 

A. Event activity related modification 
of jet spectra 

B. EA bias for  relative to 

 
• Not a trivial dijet bias 

✦ Suppression measured in similar xp 
ranges as in d+Au and p+Pb at RHIC 
and LHC energies, respectively

S𝟢−𝟥𝟢%/S𝟩𝟢−𝟫𝟢%

σ𝗍𝗋𝗂𝗀𝗀𝖾𝗋+𝗃𝖾𝗍
𝖳𝖯𝖢

σ𝗍𝗋𝗂𝗀𝗀𝖾𝗋

STAR: p+Au 
semi-inclusive

Jet spectra EA-modification scorecard

not modified

xp

sNN

5.
02

 T
eV

20
0 

G
eV

modified

ALICE: p+Pb 
inclusive

ALICE: p+Pb 
semi-inclusive

(also hints of xp scaling of 
modification)

PHENIX: d+Au 
inclusive

0.
02 0.
4

ATLAS: p+Pb

inclusive
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 all  binsS𝟢−𝟥𝟢%/S𝟩𝟢−𝟫𝟢% Δϕ
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✦ Both near and recoil jets suppressed in high EA 
relative to low EA 

✦ n.b.: These are charged jet spectra; the near-side 
jets  have a neutral energy fraction (NEF) bias 
because near side must also always contain the 
neutral trigger 
✦ This NEF bias is not present in the recoil jets 
✦ This NEF bias on the near-side is expected to 

decrease at higher pT,jet

trigger

     STAR Preliminary 
p+Au  
anti-kT raw charged jets 
R = 0.4, |ηjets|<0.6 
non-background subtracted 

 trigger in BEMC 
statistical errors only

sNN = 200 GeV

E𝖳 ≥ 8 𝖦𝖾𝖵/c
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Average maximum track pT per event
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Spectra in three EA bins for raw, uncorrected tracks
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     STAR Preliminary 
p+Au          = 200 GeV 
detector level uncorrected 
charged tracks |η|<1.0

sNN

     STAR Preliminary

     STAR Preliminary 
p+Au          = 200 GeV 
detector level uncorrected 
charged tracks |η|<1.0
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     STAR Preliminary 
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Event and track cuts
✦Event cuts: 
✦Vertex Ranking > 0 
✦|Zprimary vertex| < 10 cm 
✦ZDCx < 27,000 
✦|Zvertex - Zvertex position detector| < 6 cm 

✦Track cuts 
✦Nhits/Nhits-possible > 0.52 
✦DCAtrack < 3 cm 
✦0.2 GeV < pT, track < 30 GeV 
✦|η|<1.0

✦Jets: 
✦R=0.4 
✦anti-kT clustering algorithm using FastJet 3.3.0 
✦composed of detector level, un-corrected 

tracks 
✦|η|<0.6 (for jet center — individual tracks may 

extend to |η|<1.0) 
✦Are not background subtracted 

✦The trigger which defines φ=0 is defined as the 
highest ET  BEMC hit in the event 

✦The azimuth of the jets are relative to the trigger 
in the event
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ALICE 2016 measurement:  binned by EAR𝖢𝖯271 Page 8 of 16 Eur. Phys. J. C (2016) 76 :271
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Fig. 3 Nuclear modification factors QpPb of charged jets for several
centrality classes. Ncoll has been determined with the hybrid model.
Top and bottom panels show the result for R = 0.4 and R = 0.2,
respectively. The combined global normalisation uncertainty from Ncoll,
the measured pp cross section, and the reference scaling is indicated by
the box around unity

Recently, the PHENIX collaboration reported on a central-
ity dependent modification of the jet yield in d–Au collisions
at

√
sNN = 200 GeV in the range of 20 < pT < 50 GeV/c

[59 ]: a suppression of 20 % in central events and correspond-
ing enhancement in peripheral events is observed. Even when
neglecting the impact of any possible biases in the central-
ity selection, the measurement of the nuclear modification at
lower

√
sNN cannot be directly compared to the measure-

ments at LHC for two reasons. First, in case of a possi-
ble final state energy loss the scattered parton momentum
is the relevant scale. Here, the nuclear modification factor
at lower energies is more sensitive to energy loss, due to the
steeper spectrum of scattered partons. Second, for initial state
effects the nuclear modification should be compared in the
probed Bjorken-x , which can be estimated at mid-rapidity to
xT ≈ 2pT/

√
sNN, and is at a given pT approximately a factor

of 25 smaller in p–Pb collisions at the LHC.
The ratio of jet production cross sections reconstructed

with R = 0.2 and 0.4 is shown in Fig. 6. For all centrality
classes, the ratio shows the expected stronger jet collimation
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Fig. 4 Nuclear modification factor of charged jets compared to the
nuclear modification factor for full jets as measured by the ATLAS
collaboration [23 ]. Note that the underlying parton pT for fixed recon-
structed jet pT is higher in the case of charged jets
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Fig. 5 Centrality evolution of QpPb for selected pT, ch jet-bins and R =
0.4

towards higher pT. Moreover, the ratio is for all centrali-
ties consistent with the result obtained in minimum bias p–
Pb collisions, which agrees with the jet cross section ratio in
pp collisions as shown in [25]. The result is fully compatible
with the expectation, since even in central Pb–Pb collisions,
where a significant jet suppression in the nuclear modification
factor is measured, the cross section ratio remains unaffected
[15].

6 Summary

Centrality-dependent results on charged jet production in p–
Pb collisions at

√
sNN = 5.02 TeV have been shown for

transverse momentum range 20 < pT, ch jet < 120 GeV/c
and for resolution parameters R = 0.2 and R = 0.4. The

123

A
LIC

E Eur. Phys. J. C
 76:271 (2016)

✦ Hybrid method developed to 
remove dynamical biases in 

 determination 

✦ Resulting EA binned  

(labeled as  to indicate use 
of hybrid method) found 
consistent with unity at ~0.05

N𝖼𝗈𝗅𝗅

R𝗉+𝖯𝖻
Q𝗉𝖯𝖻

𝗑𝖯
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Priors and Unfolding
✦A single embedding response matrix was generated for all charged tracks, necessitating the relative production 

spectra of each particle species 
✦Measurements of π+, π-, p, and anti-proton data up to about 10 GeV at exist at STAR for d+Au and pp collisions 

at 200 GeV 
✦       spectrum has been measured up to about 5 GeV/c in 200 GeV pp collisions at STAR (PLB616, 8 (2005)) 
✦ K+ spectrum has been measured up to about 2.3 GeV/c in 200 GeV d+Au collisions at  PHENIX (PRC 75, 64901 

(2007)) STA
R Phys. Lett. B

 748, 392-413 (2015)
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Kaon prior

27

✦From both the pp and d+Au data, the π+ and π- spectra were mT scaled (with a scaling factor of 2.0 from (PRC 75, 064901 
(2007)) to generate the K+ and K- spectra 

✦Each spectra was fit with a Levy function; these functional forms provided the priors uses to weight and sum the six 
particle species’ response matrices to a single charge particle response matrix 

✦Differences in the final result from using the Kaon spectra from the d+Au collisions vs using the spectra from the pp 
collisions were accounted in the systematic errors fo the results. See prior slide for reference for measured data.
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Standard FastJet3 background estimator
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     STAR Preliminary 
p+Au  

Anti-kT raw charged jets 
R = 0.4, |ηjets|<0.6 
8 GeV trigger in BEMC

sNN = 200 GeV ✦  Background is 0 for: 
EA70-90% : 95% of events 
EA0-30%   : 85% of events
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✦ CMS measured energy deposition at 
 as a function of leading 

charged jet at  

✦ This is plotted to the right as a ratio  the 
energy deposition in inclusive events 

✦ Found for increasing mid-η jets: 

✦ Enhancement in  collisions 

✦ Slight enhancements that turns over in 
 

✦ Suppression for  
Present study at STAR even lower at 

 
✦ Suggested in study possible cause of 

energy conservation

−6.6 < η < −5.2
|η | < 2

s = 7 𝖳𝖾𝖵

s = 2.76 𝖳𝖾𝖵
s = 0.9 𝖳𝖾𝖵

s = 0.2 𝖳𝖾𝖵
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 correlation of mid-η hard jet to backward-η energy depositions𝖭𝖭
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(This presentation sNN = 0.2 TeV)

✦ Would naively artificially depress  classification 
of events with hard mid-η jets 

➡ Enhance  and suppress 

𝖤𝖠
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Theory result: modify Glauber to conserve ptot(p/d) in p/d+A collisions
✦Traditional Glauber treats all Ncoll collisions as equal 

✦Modify Glauber for depletion of energy (ptotal) of the proton/deuteron 

✦Primary result:  more high energy jets (from Ncoll) are correlated with lower overall multiplicity 
(by energy conservation) 

✦Takeaway: jet suppression and enhancement is predicted to result from misbinning EA     
 
  Rjet High EA

(p/d)A < 1 & Rjet Low EA
(p/d)A > 1

11

FIG. 17: Color Online: Same as Fig. 15, except for 40-
60% centrality.

FIG. 18: Color Online: Same as Fig. 15, except for 60-
88% centrality.

The experimental results for RdA in d-Au colli-
sions are rather unexpected. The largest modifica-
tion is seen in the most peripheral bin, which by all
accounts should resemble p-p most closely. We now
attempt to calculate the RdA using prescription B,
i.e., using the simulated number of charged particles
produced to bin in centrality. The charged parti-
cles are gathered over all rapidities, in events that
contain a high-pT ⇡

0 and then compared with the
outlined division in Fig. 9. Using this prescription,
an excellent agreement is obtained with experimen-
tal data on the nuclear modification factor of high pT

neutral pion production. One notes that for central
collisions, the RdA is consistent with one and con-
tinues to rise as one moves towards more peripheral

collisions.
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FIG. 19: Color Online: The fraction of events that shift
in or out from each centrality bin as the definition of
centrality is changed from binary collisions to number of
charged particles produced. The fractional bin shift is
plotted as a percentage of the number of events in the
original definition with number of binary collisions, as a
function of the transverse energy of the detected pion.
See text for details.

To understand the reason behind the positive
comparison between simulation and experiment, we
focus on how the events with jets are binned in dif-
ferent centrality bins. In particular we look at how
the number of events within each bin, change as we
transition from binning according to the number of
binary collisions to binning according to the number
of charged particles produced. We focus on events
with a high pT pion and isolate the number of events
captured in each centrality bin defined by the num-
ber of charged particles produced (prescription B),
subtracted from this is the number of events cap-
tured in the same bin defined by the number of bi-
nary collisions (prescription A). This di↵erence is
then expressed as a fraction of the number of events
captured using prescription A. This is plotted as
a function of the pT of the pion in Fig. 19. We
notice that central and the number of semi-central
(20-40%) events when binned in terms of produced
charged particles are suppressed compared to the
case when they binned according to the number of
binary collision. These lost events show up in the
more peripheral collisions, and lead to an enhance-
ment in those collisions. This is the reason that pe-
ripheral events as measured in experiment are en-
hanced compared to binary scaled p-p. Central col-

Low EA events getting extra counts

High EA events getting less counts

Kordell II & Majumber Phys. Rev. C 97 (2018)


