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Lecture 1 outline:


• Introduction


• Trigger and DAQ basics


• Low-level trigger


• High-level trigger 


Lecture 2 outline:


• Real-time analysis


• Interaction with analysis


• Upgrades

!2

Acknowledgements to G. Raven and V. Gligorov for their slides from 
previous CERN/FNAL school lectures on these topics



Collisions to analysis
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Physics results
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Physics results

Simulation

Event reconstruction

Analysis

storage

E.g. CMS has ~100M channels,

giving a typical event size of ~1 MB,

and 40 TB/s @ 40 MHz.

LHC year

~5 x 106 s

2 x 105 PB/yr

~few PB/year/
experiment


currently

data

reduction



Collisions to analysis
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• Tracks, ECAL/HCAL clusters.

• e, 𝛾, μ, τ

• Composite objects: missing ET, HT, vertices

Event reconstruction converts raw data hits to:



Charged particle identification (π,K,p)
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Full event reconstruction involved complicated algorithms, which 
are typically best suited to the high flexibility of CPUs.
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Cost of full event reconstruction
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A ballpark figure for LHC experiments is 1 second / CPU process, 

but compromises can be made in exchange for speed, e.g.:

E.g. ATLAS HLT

reconstruction

EPJ C 77 (2017) 317

Could we run this on 30 MHz of bunch crossings?

Mean time ~ 100 ms

http://dx.doi.org/10.1140/epjc/s10052-017-4852-3
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A ballpark figure for LHC experiments is 1 second / CPU process, 

but compromises can be made in exchange for speed, e.g.:

E.g. ATLAS HLT

reconstruction

EPJ C 77 (2017) 317

Could we run this on 30 MHz of bunch crossings?

Mean time ~ 100 ms

Note: not all CPU processes have the same speed, so better to 
talk in terms of throughput of a fully loaded multicore PC.

Requires 3 million CPU cores - not affordable!

http://dx.doi.org/10.1140/epjc/s10052-017-4852-3


!12

Even if we could afford to process/store all of the raw data, we 
couldn’t power/cool the necessary electronics without spoiling 
the material budget. 



Not such a constraint for LHCb
!13

Its smaller events, and unique geometry, allow the LHCb upgrade 
to have trigger-less readout at a luminosity of 2x1032 cm-2s-1. LHCB-TDR-016

https://cds.cern.ch/record/1701361


Or for the relatively lower event rates in PbPb
!14

The Alice upgrade will have continuous readout at 50 kHz in PbPb 
collisions. 



Collisions to analysis
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Physics results

Simulation

Event reconstruction

Analysis
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What do the GHz of background interactions look like?
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~25/interaction in |η| < 2.5
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∼ 5



What do the GHz of background interactions look like?
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Physics Letters B (2016), Vol. 758, pp. 67-88

~25/interaction in |η| < 2.5

The tracks are soft:

• 97% have pT < 2 GeV

• 99% have pT < 3 GeV

• etc..

1
Nev

dNcharged

dη
∼ 5

http://10.1016/j.physletb.2016.04.050


What do the GHz of background interactions look like?
!19

Physics Letters B (2016), Vol. 758, pp. 67-88

~25/interaction in |η| < 2.5

The tracks are soft:

• 97% have pT < 2 GeV

• 99% have pT < 3 GeV

• etc..

@ pileup ~ 30, there are still

~10 charged particles 

with pT > 3 GeV.

1
Nev

dNcharged

dη
∼ 5

http://10.1016/j.physletb.2016.04.050


Mass and pT

Final state particles get softer with higher multiplicity 
decays and/or more complicated cascades.


Signals without any leptons will always be difficult.

!20

Lepton pT [GeV]

dσ/dpT

W →(μ,e)ν

0 m/2



Mass and pT

Final state particles get softer with higher multiplicity 
decays and/or more complicated cascades.


Signals without any leptons will always be difficult.

!21

Lepton pT [GeV]

dσ/dpT

W →(μ,e)ν

At an absolute minimum we must have single lepton triggers 
with pT thresholds below ~25 GeV, without prescales.

0 m/2
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Trigger and DAQ
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The 2015 ISOTDAQ slides by A. Negri provide a nice explanation of trigger and DAQ concepts.

https://indico.cern.ch/event/349821/sessions/155079/attachments/691094/949043/isotdaq15.Negri.DaqIntro.pdf
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The 2015 ISOTDAQ slides by A. Negri provide a nice explanation of trigger and DAQ concepts.

• The trigger takes part of the data and decides, with accept rates of ~100 
kHz for ATLAS/CMS, whether to send the event for further processing.


• The decision must be made and returned in a fixed latency of a few μs, 
while the data are buffered in front-end pipelines.

https://indico.cern.ch/event/349821/sessions/155079/attachments/691094/949043/isotdaq15.Negri.DaqIntro.pdf


Trigger and DAQ
!26

The 2015 ISOTDAQ slides by A. Negri provide a nice explanation of trigger and DAQ concepts.

• The trigger takes part of the data and decides, with accept rates of ~100 
kHz for ATLAS/CMS, whether to send the event for further processing.


• The decision must be made and returned in a fixed latency of a few μs, 
while the data are buffered in front-end pipelines.

https://indico.cern.ch/event/349821/sessions/155079/attachments/691094/949043/isotdaq15.Negri.DaqIntro.pdf


Deadtime and de-randomisation

The pipelines buffer the data over the trigger latency.


They also de-randomise the data, reducing deadtime due 
to subsequent processing stages being busy.
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The 2015 ISOTDAQ slides by A. Negri provide a nice explanation of trigger and DAQ concepts.

Trigger

Time between accepts

Time between accepts

https://indico.cern.ch/event/349821/sessions/155079/attachments/691094/949043/isotdaq15.Negri.DaqIntro.pdf


Deadtime and de-randomisation
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The 2015 ISOTDAQ slides by A. Negri provide a nice explanation of trigger and DAQ concepts.

Time between accepts

Time between accepts

no deadtim
e

x2

x4

x8

x1

The pipelines buffer the data over the trigger latency.


They also de-randomise the data, reducing deadtime due 
to subsequent processing stages being busy.

https://indico.cern.ch/event/349821/sessions/155079/attachments/691094/949043/isotdaq15.Negri.DaqIntro.pdf


Trigger latency
!29



What can we do in a few μs with part of the data?
!30

• Simple pattern recognition and locality


• Low data rates 



Versus what we can’t yet do

• High data rates


• Complicated pattern recognition


• Need to link many sub-detectors

!31

https://arxiv.org/pdf/1609.02366.pdf

https://arxiv.org/pdf/1609.02366.pdf


Real life example
!32Performance of the ATLAS Trigger System in 2015, EPJ C 77 (2017) 317

http://10.1140/epjc/s10052-017-4852-3


E.g., ATLAS thresholds 
!33 EPJ C 77 (2017) 317

http://10.1140/epjc/s10052-017-4852-3


ATLAS L1 bandwidth division
!34 EPJ C 77 (2017) 317

http://10.1140/epjc/s10052-017-4852-3


!35https://arxiv.org/abs/1909.00761

https://arxiv.org/abs/1909.00761


Importance of calibration/resolution
!36

 EPJ C 77 (2017) 317

http://10.1140/epjc/s10052-017-4852-3


LHCb
!37

mB ~ 5 GeV

(𝛾cτ)B ~ 1 cm

mD ~ 2 GeV

(𝛾cτ)D ~ 4 mm

Not well suited to fast low-level triggers.



LHCb
!38

mB ~ 5 GeV

(𝛾cτ)B ~ 1 cm

mD ~ 2 GeV

(𝛾cτ)D ~ 4 mm

1. Run at a levelled luminosity 
of 4x1032cm-2s-1


2. Profit from smaller events to 
take x10 higher L1 accept 
rate than ATLAS/CMS. 
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Classification versus selection
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Classification versus selection
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π K

π

So far we have talked about inclusive selections, i.e. based 
on part of the signal.

 
What I just showed was an example of where an exclusive 
selection is required to classify the signals. This typically 
requires full offline quality event reconstruction.



LHCb L0 (1 MHz) trigger
!43

mB ~ 5 GeV

(𝛾cτ)B ~ 1 cm

mD ~ 2 GeV

(𝛾cτ)D ~ 4 mm

How are these thresholds decided?



LHCb L0 (≈1 MHz) bandwidth division
!44



Why don’t we just raise the luminosity?
!45



Why don’t we just raise the luminosity?
!46

Letter of Intent for the LHCb Upgrade, CERN-LHCC-2011-001



Going beyond the low-level triggers
!47

~100 kHz (ATLAS/CMS)

~1 MHz (LHCb)



!48

LHCb software trigger farm in 
Run-II:~27000 physical cores

running ~55000 processes.

JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


The need for offline quality alignment and calibration
!49

Run-I online

Run-II online 
(=Run-I offline)



The LHCb RICH detectors
!50



LHCb real time alignment and calibration
!51JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04013


E.g., offline quality RICH PID for HLT2
!52

Performance slightly better than the offline version from Run-I.

We’ll see tomorrow how RICH PID is a crucial requirement for 
the Turbo stream.

JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


Partial event reconstruction in HLT1
!53JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


HLT1 selections
!54JINST 14 (2019) P04013

mB ~ 5 GeV

(𝛾cτ)B ~ 1 cm

mD ~ 2 GeV

(𝛾cτ)D ~ 4 mm

Rate [kHz]

Most (≈100 kHZ) of the rate is 
taken by inclusive one- and two-
track heavy-flavour lines.

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


Inclusive HLT1 track line(s) performance
!55JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04013


Inclusive HLT1 track line(s) performance
!56JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


Inclusive HLT1 track line(s) performance
!57JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04013


Inclusive HLT1 track line(s) performance
!58

There is an interesting interplay with the reconstruction because, e.g.,

the two-track line is only really useful if we can reconstruct tracks down

to a pT threshold of ~500 MeV.

JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04013


!59JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


The 10 PB disk buffer in, e.g., 2017
!60JINST 14 (2019) P04013

• HLT1 output rate ~150 kHz

• HLT2 throughput ~80 kHz out-of-fill (and ~30 kHz in fill).

• Average machine efficiency 30-50%.

http://dx.doi.org/10.1088/1748-0221/14/04/P04013
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• HLT1 output rate ~150 kHz

• HLT2 throughput ~80 kHz out-of-fill (and ~30 kHz in fill).

• Average machine efficiency 30-50%.
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HLT2 selections
!62

JINST 14 (2019) P04013

Rate [kHz]

About 500 HLT2 “lines” by the end of Run-II 

http://dx.doi.org/10.1088/1748-0221/14/04/P04006
http://dx.doi.org/10.1088/1748-0221/14/04/P04013


The zoo of b hadron decay modes
!63

http://pdglive.lbl.gov/

http://pdglive.lbl.gov/


Inclusive B trigger
!64

E.g. for a 4-body B decay:

Used as key variable in  with a “Bonzai” BDT [JINST 8 (2013) P02013] 
to provide a few kHz of ~pure bbbar.

http://10.1088/1748-0221/8/02/P02013


Few kHz of inclusive B lines gives:
!65JINST 14 (2019) P04013

http://dx.doi.org/10.1088/1748-0221/14/04/P04013


• Lecture 1 outline:


• Introduction


• Trigger and DAQ basics


• Low-level trigger


• High-level trigger 


• Lecture 2 outline:


• Real-time analysis


• Interaction with analysis and efficiencies


• Upgrades

!66



Backup slides follow from here…

!67


