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Ultra High Energy Cosmic Rays
Studying the properties of primary High Energy Cosmic Rays based on 
observation of EAS
! Xmax : depth of air shower maximum in the atmosphere
! RMS(Xmax): fluctuations in the position of the shower maximum
! Nµ: number of muons in the shower at the detector level

+
MC Simulation to describe hadronic interaction 

with atmosphere

Energy, mass composition, direction
—> source of primary cosmic rays
—> origin of the universe (final goal)
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Spectrum of cosmic rays



LHC phase space coverage

From R. Orava

We may profit (and we are profiting) of the very broad coverage!
Dedicated forward detectors for a better measurement of the energy flow



First models tuning after the first LHC data
(EPOS, QGSJET and SIBYLL)

Significant reduction of differences btw different hadronic interaction models!!!
But still a lot to be done….

Significant reduction of differences btw different hadronic interaction models!!!

From D. D’Enterria



LHCf:  location and detector layout

44X0, 
1.6 !int

Arm#1 Detector
20mmx20mm+40mmx40mm

4 X-Y GSO Bars tracking layers
Arm#2 Detector

25mmx25mm+32mmx32mm
4 X-Y Silicon strip tracking layers

Energy resolution:
< 5% for photons
30% for neutrons

Position resolution: 
< 200!m (Arm#1)

40!m (Arm#2)
Pseudo-rapidity range:

" > 8.7 @ zero Xing angle
" > 8.4 @ 140urad 



Event category in LHCf

Responsible for air shower core (elasticity)

Responsible for EM air shower component (inelasticity)



!! invariant mass distribution

!! - invariant 
mass distribution

p-Pb@8 TeV
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LHCf Data Taking and Analysis matrix 

RUN Proton 
ELAB (eV) ! n "0 limited 

acceptance
"0 full 

acceptance
LHCf -
ATLAS

Perform
ance

SPS test 
beam

NIM A 671 
(2012) 129

JINST 9 (2014) 
P03016

p+p 900 
GeV 4.3x1014

PLB 715 
(2012) 

298-303
Not accessible. IJIMPA 

28 
(2013) 

133003
6p+p 7 TeV 2.6x1016

PLB 703 
(2011) 

128-134

PLB 750 
(2015) 

360-366

PRD 86 
(2012)

092001
PRD 94 
(2016) 

032007
p+p 2.76

TeV 4.1x1015 PRC 89
(2014)
065209p+Pb 5 TeV 1.4x1016

p+p 13 TeV 9.0x1016

PLB 780 
(2018)

233–239
On-going: 

ATLAS-LHCf

Arm1: on-going
Arm2: JHEP11 
(2018) 073

Preliminary

Conf. Note: 
ATLAS-
CONF-

2017-075

p+Pb 8.1 
TeV 3.6x1016 Prelim.



! Spectra in p-p



Photon production cross section 
in LHC 13TeV p-p collision

The LHCf Collaboration / Physics Letters B 780 (2018) 233–239 237

Fig. 3. Photon production cross-section measured by the Arm1 (red filled circle) and Arm2 (blue open circle) detectors. The left figure presents the results for η > 10.94, 
which covers the zero-degree collisions angle. The right figure presents those for 8.81 < η < 8.99, which corresponds to the fiducial area in the large calorimeters of the 
detectors. The bars and hatched areas correspond to the statistical and systematic uncertainties, respectively. Only uncorrelated systematic uncertainties between Arm1 and 
Arm2 are considered in these plots.

Fig. 4. Comparison of the photon production cross-section obtained from the experimental data and MC predictions. The top panels show the cross-section and the bot-
tom panels show the ratio of MC predictions to the data. The shaded areas indicate the total uncertainties of experimental data including the statistical and systematic 
uncertainties.

uncertainty on the production cross-section was calculated by mul-
tiplying the relative error of the multi-hit identification efficiency 
(i.e. the discrepancy between the data and MC simulation) by the 
ratio of multi-hit events to single-hit events.

5.5. Unfolding

It was discovered that the interaction model dependency of 
the ‘multi-hit cut’ correction factors, computed from the train-
ing sample, was the main source of systematic uncertainty in the 
cross-section unfolding process. EPOS-LHC predicted a higher mul-
tiplicity of photons than QGSJET II-04. Thus, a larger correction 

factor was expected in EPOS-LHC than in QGSJET II-04. We per-
formed cross-section unfolding with a training sample of 5 × 107

inelastic collisions generated by EPOS-LHC. The relative difference 
between the QGSJET II-04 and EPOS-LHC results was chosen as the 
systematic uncertainty associated with the unfolding.

5.6. Decay correction

The systematic uncertainty related to the correction for the 
decay of long-lifetime particles was estimated as the maximum 
relative fluctuation between the corrections predicted by the EPOS-

PLB, 780 (2018) 233-239 

!>10.94
θ<43μrad

8.81<!<8.99
θ=250-300μrad
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uncertainty on the production cross-section was calculated by mul-
tiplying the relative error of the multi-hit identification efficiency 
(i.e. the discrepancy between the data and MC simulation) by the 
ratio of multi-hit events to single-hit events.

5.5. Unfolding

It was discovered that the interaction model dependency of 
the ‘multi-hit cut’ correction factors, computed from the train-
ing sample, was the main source of systematic uncertainty in the 
cross-section unfolding process. EPOS-LHC predicted a higher mul-
tiplicity of photons than QGSJET II-04. Thus, a larger correction 

factor was expected in EPOS-LHC than in QGSJET II-04. We per-
formed cross-section unfolding with a training sample of 5 × 107

inelastic collisions generated by EPOS-LHC. The relative difference 
between the QGSJET II-04 and EPOS-LHC results was chosen as the 
systematic uncertainty associated with the unfolding.

5.6. Decay correction

The systematic uncertainty related to the correction for the 
decay of long-lifetime particles was estimated as the maximum 
relative fluctuation between the corrections predicted by the EPOS-

! PYTHIA8, DPMJET3 overestimate
! SIBYLL2.3 under(over) estimates at small (large) angle 
! QGSJET II-04 underestimates
! EPOS-LHC shows best agreement (slight overestimate near maximum energy)



! energy spectra 7 vs 13 TeV

High energy data covers up to larger pT

Similar trend in 7TeV and 13TeV, but differences look enhanced in 13TeV results 

PLB, 780 (2018) 233-239 PLB, 780 (2018) 233-239 
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Photon spectra – Feynman Scaling (7 TeV vs 13 TeV)

Feynman scaling: differential cross section as a function
of XF independent of √s for XF

Feynman scaling holds within systematic uncertainties



!0 spectra in p-p



LHCf results: ! 0 pT for different " in p+p @ 7 TeV
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8.9 < y < 9.0

 [GeV/c]
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6

]3 c
-2

 [G
eV

3
/d

p
!3

 E
d

in
el

!
1/

-410

-310

-210

-110

1

-1 Ldt=2.53+1.90nb"

0#=7TeV sLHCf 
9.0 < y < 9.2

 [GeV/c]
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6

]3 c
-2

 [G
eV

3
/d

p
!3

 E
d

in
el

!
1/

-410

-310

-210

-110

1

-1 Ldt=2.53+1.90nb"

0#=7TeV sLHCf 
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p+p @ 7 TeV

7 TeV pp, !0



! 0 in p+p @ 13 TeV

!
!0

"
!0

!0

Type1 Type2-TL 

Type2-TS 

• Smooth connection 
of 3 spectra   

• Wide transverse 
momentum 
coverage 

• The gaps will be 
covered by Arm2 
and other detector
position data.
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Hadron spectra (~neutrons) in p-p



ARM2 unfolded neutron spectra

Unfolding is very important (40% energy resolution)
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Measurement of interesting quantities for CR Physics
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Comparison with PHENIX and ISRComparison with PHENIX and ISR

LHCf Arm2
preliminary

Same structure observed by PHENIX and ISR (qualitatively)
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Different PT coverage! 

Same structure observed by PHENIX and ISR (qualitatively)
Analysis to be performed adding 900 GeV 2.76 TeV and RHICf data 



p-Pb results
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Central collisions

(Soft) QCD :
central and peripheral collisions

Ultra peripheral collisions :
virtual photons from rel. Pb collides a proton

Dominant channel to forward !0 is

About half of the observed !0 may originate in UPC, another half 
is from soft-QCD.

/'($0)1,2-
,3)4.5

5,"#$'!6,-
2!&7)6,3&895:

proton
rest frame

LHCf @ pPb 5.02 TeV and 8.16 TeV

Momentum distribution of the UPC induced secondary particles is estimated as
1. energy distribution of virtual photons is estimated by the Weizsacker Williams approximation.
2. photon-proton collisions are simulated by the SOPHIA model (E" > pion threshold).
3. produced mesons and baryons by "-p collisions are boosted along the proton beam.

Peripheral collisions
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FIG. 8: (color online). Experimental combined pT spectra of the LHCf detector (filled circles) in p + Pb collisions atp
sNN = 5.02TeV. Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions from hadronic

interaction models are shown for comparison (see text for details.)

compatible hpTi values. The right panel of Fig. 10 shows
the result at �9.2 > ylab > �9.4 in p + Pb collisions atp
sNN = 5.02TeV. Note that the LHCf data pT spectrum

is plotted after subtraction of the UPC component (the
systematic uncertainty in the simulation of UPC events
is taken into account). Both best-fit Gaussian and ther-
modynamic distributions reproduce the LHCf pT spectra
and are also compatible each other.

The second method, hpTi can be simply obtained by
numerically integrating the pT spectra in Fig. 4, 6, and
8. The LHCf data pT spectra in p+Pb collisions have al-
ready the UPC component subtracted. In this approach,
hpTi is calculated only in the rapidity range where the
pT spectrum starts from 0GeV. Although the interval
for the numerical integration is bounded from 0GeV to
the upper pT limit value of the pT spectra, the high-pT
tail at pT � hpTi has a negligible contribution to the
obtained hpTi. The final hpTi values in this analysis, de-
noted hpTiLHCf, are determined by simply averaging the
hpTi values calculated with the three above mentioned in-
dependent approaches: Gaussian, thermodynamic, and
numerical integration. The uncertainty of hpTiLHCf is
assigned to fully cover the minimum and maximum hpTi

values among these three hpTi values in each rapidity bin.
The hpTiLHCf values are summarized in Table. III.

In Fig. 11, hpTi in p + p collisions at
p
s = 2.76 and

7TeV, and in p + Pb collisions at p
sNN = 5.02TeV are

presented as a function of rapidity loss �y ⌘ ybeam � y,
where ybeam is the beam rapidity in each collision en-
ergy. The shift of rapidity by ybeam scales the results
with beam energy and allows a direct comparison to be
made between results at different collision energies. We
see that hpTi at

p
s = 2.76TeV (open circles, red) have

slightly smaller values than at 7TeV (filled circles, black)
at �y > �1.3, although they are mostly compatible at
the ±10% level. For reference, the UA7 result in p + p̄

collisions at
p
s = 630GeV at Spp̄S [69] (open squares,

magenta) shows a rapid roll off of hpTi as a function of
rapidity relative to the LHCf data. Especially the LHCf
and UA7 results are incompatible at �0.3 < �y < 0.3.
The comparison of the LHCf data with the UA7 result
indicates that hpTi may slightly depend on the center-
of-mass energy. However, in order to answer this ques-
tion, we clearly need to have experimental data taken
at a lower collision energy, e.g.,

p
s < 1TeV, with a

more wide rapidity range. The hpTi values obtained from

LHCf @ pPb 5.02 TeV: !0 pT spectra as function of "

• QGSJETII-04 and EPOS-LHC: 
similar, good agremeent for 

pT>0.4 GeV
• DPMJET: good agreement for  

−8.8 > ylab > −10.0 and pT < 
0.3 GeV



Photon spectra in pPb @ 8.16 TeV
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Photon Photon spectrum in p-Pb at 8.16 TeVspectrum in p-Pb at 8.16 TeV

● η > 10.94: good agreement of EPOS-LHC and QGSJET II-04
● 8.81 < η < 8.99: all models predict an harder spectrum
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Combining forward and central info



Physics cases with ATLAS joint taken data 
In p+p collisions

Forward spectra of 
Diffractive/ Non-
diffractive events
Measurement of proton-
! collisions
Forward hadron vs 
central activity correlation

p

p

n
π Leading neutron can be 

tagged by LHCf detectors
-> total cross section

multiplicity measurement 

p-! measurement at LHC 

All are important 
for precise-

understanding of 
CR air shower 
development 

Khoze et al.,
arXiv:1705.03685



ATLAS-LHCf combined data analysis
Operation in 2013

p+Pb, !sNN = 5TeV
! about 10 M common events. 

Operation in 2015
p+p, !s = 13TeV
! about 6 M common events. 

Operation in 2016
p+Pb, !sNN = 5TeV
! about 26 M common events 
p+Pb, !sNN = 8TeV
! about 16 M common events

Off-line event matching
Important to separate the      
contributions due to diffractive and non-
diffractive collisions
WG active meeting every 2 weeks

p+Pb 2013



Diffractive studies
MC studies 

Contributions on forward 
photon/neutron spectra from 
diffractive/non-diffractive collisions. 
Event-selection by the central particle 
production to separate these events 

Very forward photon energy spectra
predicted by four models with 
total/diffractive/non-diffractive

! Total: Quite similar spectra in 
EPOS,QGSJET and SIBYLL (LHCf 
alone)

! Diffractive/Non-diffractive: Very big 
difference between models (ATLAS-
LHCf)

! ATLAS inner tracker enables to 
categorize events in diffractive-like and 
non-diffractive-like 
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Fig. 3 Photon spectra at h > 10.94 (left) and 8.81 < h < 8.99 (right) (top four panels in each set). These are generated by EPOS-LHC, QGSJET-I
I-04, SYBILL 2.3, and PYTHIA 8212DL, respectively. The total photon spectra (black) were classified by nondiffraction (red) and diffraction
(blue) according to MC true flags. The bottom three plots show the ratios of the spectra of EPOS-LHC (black markers), QGSJET-II-04 (blue lines),
SYBILL 2.3 (green lines), and PYTHIA8212DL (orange lines) to the spectrum of EPOS-LHC. The top, middle, and bottom plots correspond to
total, nondiffraction, and diffraction, respectively.

Fig. 2 SD (pp ! pX ; blue) cross section shown as a function of
log10 x

X

. MC predictions with EPOS-LHC (magenta), QGSJET-II-
04 (blue dashed), SIBYLL2.3 (green), PYTHIA8212-SS (red dotted-
dashed), and PYTHIA8212-DL (cyan) compared with each other. The
comparison of low-M

X

SD cross section predicted by models is shown
in the inset.

QGSJET-II-04 [20], SYBILL 2.3 [21, 22], and PYTHIA 8212
[23, 24]. All these models are post-LHC generators tuned by
using the LHC Run1 data. The first three simulation samples
were generated by using the integrated interface tool CRMC
v1.6.0 [25], whereas for PHYHIA, its own front-end was
used.

For the PYTHIA8 generator, Monash event tuning [26]
was employed in this analysis. Minimum-bias data and un-
derlying event data from the LHC were used for constrain-
ing the parameters. The new NNPDF2.3 LO PDF set was
adopted in the event tuning. By default, PYTHIA8 uses the
Schuler and Sjöstrand (SS) parameterization [27] of the pomeron
flux. In addition, an alternative pomeron flux model, the Don-
nachie and Landshoff (DL) [28] model, with a linear pomeron
trajectory aP(t) = 1+D +a

0
t is also implemented. The de-

fault value of variable parameters D and a

0 are 0.085 and
0.25 GeV�2 [29], respectively. According to the ATLAS
minimum-bias measurement in p–p collisions at

p
s = 13

TeV, the PYTHIA8212DL model gives the best description
of the number of hits detected by the minimum-bias trigger

Diffractive

Non-Diffractive



ATLAS-LHCf joint analysis for diffraction
! Use ATLAS Nch=0 to 

define diffractive-like
events

! Applied to LHCf photon 
cross sections

Photon Energy [GeV]
1000 2000 3000 4000 5000 6000

]-1
 [G

eV
!

/d
E

!
 d

N
in

el
1/

N

11"10

10"10

9"10

8"10

7"10

6"10

5"10
ATLAS-LHCf Preliminary

-1 = 13 TeV, 0.191 nbs
°=180#$>10.94, %

Data LHCf-Arm1, arXiv:1703.07678
=0, ATLAS-CONF-2017-075chData N

Syst. + Stat. Unc. LHCf-Arm1
=0

ch
Syst. + Stat. Unc. N

EPOS-LHC

QGSJET-II-04

SIBYLL2.3

PYTHIA8212DL

=0chEPOS-LHC N

=0chQGSJET-II-04 N

=0chSIBYLL2.3 N

=0chPYTHIA8212DL N

Photon Energy [GeV]
1000 2000 3000 4000 5000 6000

]-1
 [G

eV
!

/d
E

!
 d

N
in

el
1/

N

11"10

10"10

9"10

8"10

7"10

6"10

5"10
ATLAS-LHCf Preliminary

-1 = 13 TeV, 0.191 nbs
°=20#$<8.99, %8.81<

Data LHCf-Arm1, arXiv:1703.07678

=0, ATLAS-CONF-2017-075chData N
Syst. + Stat. Unc. LHCf-Arm1

=0
ch

Syst. + Stat. Unc. N

EPOS-LHC
QGSJET-II-04
SIBYLL2.3
PYTHIA8212DL

=0chEPOS-LHC N
=0chQGSJET-II-04 N

=0chSIBYLL2.3 N
=0chPYTHIA8212DL N

Figure 2: Forward photon energy spectra measured by the LHCf-Arm1 detector in the regions A (left)
and B (right). Filled circles show the inclusive-photon spectra measured in Ref. [5]. Filled squares
indicate the spectra for Nch = 0 events, where no extra charged particles with pT > 100 M eV and |⌘| < 2.5
are present. Vertical bars represent statistical uncertainties of the data sample, while gray bands indicate
the quadratic sum of statistical and systematic uncertainties. Colored lines indicate model predictions
with (dashed lines) and without (solid lines) the Nch = 0 requirement. Hatched areas around the model
lines indicate the 10% uncertainty related to the contribution from photons produced in long-lived particle
decays (with the mean lifetime above 33 ps), which is currently not taken into account in the calculation
of model predictions.

up to around 4 TeV and decreases to 0.15 again at the highest energy. This increase tendency is also
observed for all model predictions, except SIBYLL 2.3. The PYTHIA 8 and SIBYLL 2.3 models predict
higher and lower fraction of Nch = 0 events, respectively. This suggests that PYTHIA 8 (SIBYLL 2.3)
predicts a too large (too small) contribution of low-mass di↵ractive events to the forward photon energy
spectrum. In region B, the ratio in data is around 0.15 and is approximately constant over a wide range of
photon energies. The SIBYLL 2.3 model predicts an average value of the ratio that is much lower than
observed in data. QGSJET-II-04 predicts lower ratio at photon energies below 1.5 TeV. The EPOS-LHC
and PYTHIA 8.212DL generators show reasonable agreement with data.

8 S u m m a ry

This note presents the first j oint analysis of the ATLAS and LHCf collaborations, based on 0.191 nb�1

of pp collision data recorded at
p

s = 13 TeV. In order to study the contribution of low-mass di↵ractive
processes to the forward photon production, the event selection relies on the veto of charged-particle
tracks in the ATLAS inner tracker. The photon energy spectra are measured in two pseudorapidity
ranges, ⌘ > 10.94 or 8.81 < ⌘ < 8.99, for events with no extra charged particles having pT > 100 M eV
and |⌘| < 2.5. The photon spectra for Nch = 0 events are compared to the inclusive photon spectra, to
allow for a comparison of non-di↵ractive and di↵ractive particle production processes.

The ratio between the NNch=0
� and inclusive photon spectra increases from 0.15 to 0.4 with increasing

8
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Figure 3: Ratio of the photon energy spectrum with an extra Nch = 0 requirement to the inclusive-photon
energy spectrum for regions A (left) and B (right). Vertical bars represent statistical uncertainties of the
data sample, while gray bands indicate the quadratic sum of statistical and systematic uncertainties. Col-
ored lines indicate model predictions. Hatched areas around the model lines indicate the 10% uncertainty
related to the contribution from photons produced in long-lived particle decays, which is currently not
taken into account in the calculation of model predictions.

photon energy up to 4 TeV at ⌘ > 10.94, whereas it is found to be relatively constant (around 0.15) at
8.81 < ⌘ < 8.99. The results are compared to predictions based on several hadronic interaction models:
EPOS-LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8.212DL. Predictions from EPOS-LHC gener-
ally show best agreement with data. At photon energies above 2 TeV, the PYTHIA 8 predicts significantly
higher ratio than observed in data. This indicates that the large discrepancy between PYTHIA 8 and data
in the high-energy photon region reported in Ref. [5] can be due to overestimation of the di↵ractive dis-
sociation process in PYTHIA 8. The QGSJET-II-04 and SYBILL 2.3 models predict an average value of
the ratio that is much lower than observed in data in both ⌘ > 10.94 and 8.81 < ⌘ < 8.99 regions. This
suggests that QGSJET-II-04 and SYBILL 2.3 predict a too small contribution of low-mass di↵ractive
events to the forward photon energy spectrum.
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A b st ra ct

This note presents a study of the contribution of proton di↵ractive dissociation to produc-
tion of forward photons in pp collisions at

p
s = 13 TeV with data recorded by the ATLAS

and LHCf experiments in a j oint e↵ort. The results are based on data collected in 2015 with
a corresponding integrated luminosity of 0.191 nb�1. The data analysis is based on photon
reconstruction in the LHCf-Arm1 detector, as well as on the inner tracking system of the
ATLAS detector, which is used to identify di↵ractive events. In particular, the energy spec-
trum of photons in the pseudorapidity range of 8.81< ⌘ < 8.99 or ⌘ > 10.94 is measured for
events with no reconstructed charged-particle tracks with pT > 100 M eV and |⌘| < 2.5. The
results are compared to predictions from several hadronic interaction models.

c� Copyright 2017 CERN for the benefit of the ATLAS and LHCf Collaborations.
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Figure 3: Ratio of the photon energy spectrum with an extra Nch = 0 requirement to the inclusive-photon
energy spectrum for regions A (left) and B (right). Vertical bars represent statistical uncertainties of the
data sample, while gray bands indicate the quadratic sum of statistical and systematic uncertainties. Col-
ored lines indicate model predictions. Hatched areas around the model lines indicate the 10% uncertainty
related to the contribution from photons produced in long-lived particle decays, which is currently not
taken into account in the calculation of model predictions.

photon energy up to 4 TeV at ⌘ > 10.94, whereas it is found to be relatively constant (around 0.15) at
8.81 < ⌘ < 8.99. The results are compared to predictions based on several hadronic interaction models:
EPOS-LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8.212DL. Predictions from EPOS-LHC gener-
ally show best agreement with data. At photon energies above 2 TeV, the PYTHIA 8 predicts significantly
higher ratio than observed in data. This indicates that the large discrepancy between PYTHIA 8 and data
in the high-energy photon region reported in Ref. [5] can be due to overestimation of the di↵ractive dis-
sociation process in PYTHIA 8. The QGSJET-II-04 and SYBILL 2.3 models predict an average value of
the ratio that is much lower than observed in data in both ⌘ > 10.94 and 8.81 < ⌘ < 8.99 regions. This
suggests that QGSJET-II-04 and SYBILL 2.3 predict a too small contribution of low-mass di↵ractive
events to the forward photon energy spectrum.
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Central-forward neutron correlation
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The experimental measurement of:
! Forward !0 spectra vs central multiplicity
! Forward hadron spectra vs central multiplicity
could be very useful to determine the best model approach for high 
energy interactions
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Neutrons forward spectra vs central multiplicity
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Neutrons forward spectra vs central multiplicity
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From LHC to RHIC
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Very rough overview of the 2017 RHICf run

Asymmetry	by	STAR	ZDC	scaler
Radial	polarization	GOOD!!

Hadron	shower	hitmap
0	degree	well	defined!

Invariant	mass	of	2!
Peak	by	"0 !!

No	correlation	with	ZDC	east

Energy	(anti)	correlation	
with	ZDC	west

RHICf (hadron)	energy

ZD
C	
AD

Cs
um

June 2017

First analysis priority: transverse spin asymmetry of very forward 
!0 in polarized pp collisions at 510 GeV c.m. energy



The future at LHC



Proposal for LHCf operation in LHC Run3
1. Low luminosity run for p+p at 14 TeV (2021?)
LHCf was originally approved for this run
Motivations: 
• Slightly higher energy ! slightly higher boost
• Dedicated trigger for «rare» events (~1000 !, some K0 expected in one day)
• Increase of ", n and #0 statistics wrt 13 TeV
• Combined data taking with ATLAS, ALFA Roman Pot and hopefully hadronic ZDC 

modules

2. Low luminosity p+O (or O+O) run or other light ions at the highest achievable energy 
(2023?)

Motivations:
• Optimal collisions to simulate the interactions with the atmosphere
• Negligible background from UPC
• First forward measurement at high energy with light ions
• Combined data taking LHCf-ATLAS-ALFA-ZDC might give useful info on the 

generation of CR shower in the fwd and central regions at the same time
• Possibility to take data also in the ion remnant side: direct study of nuclear effects in 

the generation and development of atmospheric showers 

Physics cases and related upgrade of the DAQ system are 
summarized in a detailed Technical Report submitted this year to LHCC
(CERN-LHCC-2019-008 ) ! Accepted!!!!



Summary
LHCf zero degree results are significantly contributing to improve our 
knowledge of hadronic interaction model for HECR Physics
- We have precisely measured !, "0 and n spectra in many different 

experimental conditions
- p-p from 900 GeV up to 13 TeV c.m. energy
- p-Pb at 5.02 and 8.16 TeV c.m. energy

- We are finalizing the analysis to correlate forward and central activity 
(LHCf/ATLAS)

- We have taken data with 510 GeV p-p polarized beam at RHIC
- We have been approved for LHC RUN3 operations with upgraded 

detectors
- Low luminosity p-p 14 TeV
- p-O run

Still a lot of results will come in the next years…
So… stay tuned!!!!



Back-up Slides



p-O collisions



Analysis of hadron production in p-p collisions at 13 TeV
Data set
12 July 2015, 22:32-1:30 (3 hours)
Fill # 3855
! = 0.01
"Ldt = 0.19 nb-1

#ine = 78.53 mb

Event selection criteria:
software trigger
at least 3 consecutive layers with 
deposit above threshold dE>dEthr

PID selection
L2D>L2D

thr where L2D is a variable 
related to shower longitudinal profile
pseudorapidity acceptance
3 different pseudorapidity regions

Beam Center
Estimated using 2D 
fit on high energy ha
dron hitmap distribu
tion 

Same as 7 TeV analysis
PLB 750 (2015) 360-366



!0 reconstruction



√s scaling; Neutron @ zero degree

are the efficiency for the experimental cuts and are listed in
Table I. The errors were derived considering the
uncertainty in the parameter aðxFÞ in the Gaussian form
evaluated by HERA. There is no significant difference in
the result in case of using the ISR (exponential) pT

distribution.
The mean values of the simulated pT distributions in

each energy region are also listed in Table I. The cross
section was obtained after the correction of the energy
unfolding and the cut efficiency.

Table II summarizes all systematic uncertainties eval-
uated as the ratio of the variation to the final cross section
values. The absolute normalization error is not included in
these errors. It was estimated by BBC counts to be 9.7%
(22:9# 2:2 mb for the BBC trigger cross section).

The background contamination in the measured neutron
energy with the ZDC energy from 20 to 140 GeV for the
acceptance cut of r < 2 cm was estimated by the simula-
tion with the PYTHIA event generator. The background from
protons was estimated to be 2.4% in the simulation. The
systematic uncertainty in the experimental data was deter-
mined to be 1.5 times larger than this as discussed in
Sec. II B 3. Multiple particle detection in each collision
was estimated to be 7% with the r < 2 cm cut.

In the cross section analysis, we evaluated the beam
center shift described in Appendix A as a systematic
uncertainty. For the evaluation, cross sections were calcu-
lated in the different acceptances according to the result of
the beam center shift while requiring r < 2 cm, and the
variations were applied as a systematic uncertainty.

B. Result

The differential cross section, d!=dxF, for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV
was determined using two pT distributions: a Gaussian
form, as used in HERA analysis, and an exponential
form, used for ISR data analysis. The results are listed in
Table III and plotted in Fig. 13. We show the results for xF
above 0.45 since the data below 0.45 are significantly
affected by the energy cutoff before the unfolding. The
pT range in each xF bin is 0< pT < 0:11xF GeV=c from
Eq. (2) with the acceptance cut of r < 2 cm. The absolute
normalization uncertainty for the PHENIX measurement,
9.7%, is not included.

TABLE I. The expected pT for r < 2 cm, mean pT value with
the experimental cut, and the efficiency for the experimental cut
estimated by the simulation (Fig. 12). The errors were derived
considering the uncertainty in the parameter aðxFÞ in the
Gaussian form evaluated by HERA.

Neutron xF Mean pT (GeV=c) Efficiency

0.45–0.60 0.072 0:779# 0:014ð1:8%Þ
0.60–0.75 0.085 0:750# 0:009ð1:2%Þ
0.75–0.90 0.096 0:723# 0:006ð0:8%Þ
0.90–1.00 0.104 0:680# 0:016ð2:3%Þ

TABLE III. The result of the differential cross section
d!=dxFðmbÞ for neutron production in pþ p collisions at

ffiffiffi
s

p ¼
200 GeV. The first uncertainty is statistical, after the unfolding,
and the second is the systematic uncertainty. The absolute
normalization error, 9.7%, is not included.

hxFi Exponential pT form Gaussian pT form

0.53 0:243# 0:024# 0:043 0:194# 0:021# 0:037
0.68 0:491# 0:039# 0:052 0:455# 0:036# 0:085
0.83 0:680# 0:044# 0:094 0:612# 0:044# 0:096
0.93 0:334# 0:035# 0:111 0:319# 0:037# 0:123

TABLE II. Systematic uncertainties for the cross section mea-
surement. The absolute normalization error is not included in
these errors. The absolute normalization uncertainty was esti-
mated by BBC counts to be 9.7% (22:9# 2:2 mb for the BBC
trigger cross section).

Exponential pT

form
Gaussian pT

form

pT distribution 3%–10% 7%–22%
Beam center shift 3%–31%
Proton background 3.6%
Multiple hit 7%
Total 11%–33% 16%–39%
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FIG. 13 (color online). The cross section results for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV are
shown. Two different forms, exponential (squares) and Gaussian
(circles), were used for the pT distribution. Statistical uncertain-
ties are shown as error bars for each point, and systematic
uncertainties are shown as brackets. The integrated pT region
for each bin is 0< pT < 0:11xF GeV=c. Shapes of ISR results
are also shown. Absolute normalization errors for the PHENIX
and ISR are 9.7% and 20%, respectively.

A. ADARE et al. PHYSICAL REVIEW D 88, 032006 (2013)

032006-10

PHENIX, PRD, 88, 032006 (2013)
pT < 0.11 xF GeV/c

√s = 30-60 GeV @ISR
√s = 200 GeV @RHIC

LHCf, K.Kawade, PhD thesis, CERN-THESIS-2014-315 
pT < 0.11 xF GeV/c

√s = 7000 GeV @LHC

! Excellent scaling at √s = 30-200GeV
! √s = 7TeV result agrees in a peak structure, but slightly soft??
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Figure 6.8: x

F

distribution of neutrons at p

T

range 0 < p

T

< 0.11x
F

GeV/c

at LHCf and ISR (PHENIX) [25]. The systematic uncertainties of the LHCf
are shown as hatched area.

form the unfolded experimental spectra and given as below,

dσ

n

/dE =
dN(∆η∆E)

dE

1

L

× 2π

dφ

[mb], (6.1)

where dN(∆η∆E) means the number of neutrons observed in the each ra-
pidity range and each energy binning, L is the integrated luminosity cor-
responding to the data set. The last term is correction of the azimuthal
interval. The cross sections are summarized in Table 6.3. Experiment shows
most hard spectra than each model, the QGSJET II-03 model predicted
similar neutron production rate compared with the experiment at the small
tower. On the other hand, PYTHIA 8.145 predicted the neutron production
rate similar to the experimental results at the large towers.

The experimental results were also compared with the ISR and PHENIX
results [25]. Figure 6.8 shows the x

F

distributions at p

T

range 0 < p

T

<

0.11x
F

GeV/c for the LHCf and PHENIX results. The shape of the LHCf
measurement was strongly depend on the energy scale correction. The sys-
tematic uncertainty was indicated as hatched area. The uncertainty of ab-
solute normalization of 6.1% for the LHCf result and 9.7% for the PHENIX
measurement were not included. The LHCf results show similar results with
the previous experiments considering the change of spectra by the choice of
energy scale within the systematic uncertainty.

109
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result to compare with the previous 
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!s scaling, or breaking?
O. Adriani et al. / Physics Letters B 750 (2015) 360ñ 366 365

Fig. 6. Unfolded energy spectra of the small towers (η > 10 : 76) and the large towers (8: 99 < η < 9: 22 and 8: 81 < η < 8: 99). The yellow shaded areas show the Arm1 
systematic errors, and the bars represent the Arm2 systematic errors except the luminosity uncertainty. (For interpretation of the references to color in this � gure legend, 
the reader is referred to the web version of this article.)

Fig. 7. Comparison of the LHCf results with model predictions at the small tower (η > 10 : 76) and large towers (8: 99 < η < 9: 22 and 8: 81 < η < 8: 99). The black markers and 
gray shaded areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic errors, respectively. (For interpretation of the colors in this � gure, 
the reader is referred to the web version of this article.)

where dN."η ;  "E/ is the number of neutrons observed in the 
each rapidity range, "η, and each energy bin, "E . L is the inte-
grated luminosity corresponding to the data set. The cross sections 
are summarized in Table 5. Fig. 7 shows the combined Arm1 and 
Arm2 spectra together with the model predictions. The experimen-
tal results indicate the highest neutron production rate compared 
with the MC models at the most forward rapidity. The QGSJET 
II-03 model predicts a neutron production rate similar to the ex-
perimental results in the largest rapidity range. However, the DP-
MJET 3.04 model predicts neutron production rates better in the 
smaller rapidity ranges. These tendencies were already found in 
the spectra before unfolding, and they are not artifacts of unfold-
ing.

The neutron-to-photon ratios (Nn = Nγ ) in three different rapid-
ity regions were extracted after unfolding and are summarized in 
Table 4. Here, Nn and Nγ are the number of neutrons and num-
ber of photons, respectively, with energies greater than 100 GeV. 
The numbers of photons were obtained from the previous anal-
ysis [9] and the same analysis for the pseudo-rapidity range of 
8.99ñ 9.22 de� ned in this study. The experimental data indicate a 
more abundant neutron production rate relative to the photon pro-
duction than any model predictions studied here.

Table 4
Hadron-to-photon ratio for experiment and MC models. The number of neutrons 
with energies above 100 GeV was divided by the number of photons with ener-
gies above 100 GeV. The rapidity intervals corresponding to the small tower, Large 
tower A, and Large tower B are η > 10 : 76, 9: 22 > η > 8: 99, and 8: 99 > η > 8: 81, 
respectively.

Nn = Nγ Small Large A Large B

Data 3 : 05 ß 0 : 19 1: 26 ß 0 : 08 1: 10 ß 0 : 07

DPMJET 3.04 1.05 0.76 0.74
EPOS 1.99 1.80 0.69 0.63
PYTHIA 8.145 1.27 0.82 0.79
QGSJET II-03 2.34 0.65 0.56
SYBILL 2.1 0.88 0.57 0.53

5. Summary and discussion

An initial analysis of neutron spectra at the very forward region 
of the LHC is presented in this paper. The data were acquired in 
May 2010 at the LHC from 

√
s D 7 TeV protonñ proton collisions 

with integrated luminosities of 0: 68 nb−1 and 0: 53 nb−1 for the 
LHCf Arm1 and Arm2 detectors, respectively.

The neutron energy spectra were analyzed in three different 
rapidity regions. The results obtained from the two independent 

are the efficiency for the experimental cuts and are listed in
Table I. The errors were derived considering the
uncertainty in the parameter aðxFÞ in the Gaussian form
evaluated by HERA. There is no significant difference in
the result in case of using the ISR (exponential) pT

distribution.
The mean values of the simulated pT distributions in

each energy region are also listed in Table I. The cross
section was obtained after the correction of the energy
unfolding and the cut efficiency.

Table II summarizes all systematic uncertainties eval-
uated as the ratio of the variation to the final cross section
values. The absolute normalization error is not included in
these errors. It was estimated by BBC counts to be 9.7%
(22:9# 2:2 mb for the BBC trigger cross section).

The background contamination in the measured neutron
energy with the ZDC energy from 20 to 140 GeV for the
acceptance cut of r < 2 cm was estimated by the simula-
tion with the PYTHIA event generator. The background from
protons was estimated to be 2.4% in the simulation. The
systematic uncertainty in the experimental data was deter-
mined to be 1.5 times larger than this as discussed in
Sec. II B 3. Multiple particle detection in each collision
was estimated to be 7% with the r < 2 cm cut.

In the cross section analysis, we evaluated the beam
center shift described in Appendix A as a systematic
uncertainty. For the evaluation, cross sections were calcu-
lated in the different acceptances according to the result of
the beam center shift while requiring r < 2 cm, and the
variations were applied as a systematic uncertainty.

B. Result

The differential cross section, d!=dxF, for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV
was determined using two pT distributions: a Gaussian
form, as used in HERA analysis, and an exponential
form, used for ISR data analysis. The results are listed in
Table III and plotted in Fig. 13. We show the results for xF
above 0.45 since the data below 0.45 are significantly
affected by the energy cutoff before the unfolding. The
pT range in each xF bin is 0< pT < 0:11xF GeV=c from
Eq. (2) with the acceptance cut of r < 2 cm. The absolute
normalization uncertainty for the PHENIX measurement,
9.7%, is not included.

TABLE I. The expected pT for r < 2 cm, mean pT value with
the experimental cut, and the efficiency for the experimental cut
estimated by the simulation (Fig. 12). The errors were derived
considering the uncertainty in the parameter aðxFÞ in the
Gaussian form evaluated by HERA.

Neutron xF Mean pT (GeV=c) Efficiency

0.45–0.60 0.072 0:779# 0:014ð1:8%Þ
0.60–0.75 0.085 0:750# 0:009ð1:2%Þ
0.75–0.90 0.096 0:723# 0:006ð0:8%Þ
0.90–1.00 0.104 0:680# 0:016ð2:3%Þ

TABLE III. The result of the differential cross section
d!=dxFðmbÞ for neutron production in pþ p collisions at

ffiffiffi
s

p ¼
200 GeV. The first uncertainty is statistical, after the unfolding,
and the second is the systematic uncertainty. The absolute
normalization error, 9.7%, is not included.

hxFi Exponential pT form Gaussian pT form

0.53 0:243# 0:024# 0:043 0:194# 0:021# 0:037
0.68 0:491# 0:039# 0:052 0:455# 0:036# 0:085
0.83 0:680# 0:044# 0:094 0:612# 0:044# 0:096
0.93 0:334# 0:035# 0:111 0:319# 0:037# 0:123

TABLE II. Systematic uncertainties for the cross section mea-
surement. The absolute normalization error is not included in
these errors. The absolute normalization uncertainty was esti-
mated by BBC counts to be 9.7% (22:9# 2:2 mb for the BBC
trigger cross section).

Exponential pT

form
Gaussian pT

form

pT distribution 3%–10% 7%–22%
Beam center shift 3%–31%
Proton background 3.6%
Multiple hit 7%
Total 11%–33% 16%–39%
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FIG. 13 (color online). The cross section results for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV are
shown. Two different forms, exponential (squares) and Gaussian
(circles), were used for the pT distribution. Statistical uncertain-
ties are shown as error bars for each point, and systematic
uncertainties are shown as brackets. The integrated pT region
for each bin is 0< pT < 0:11xF GeV=c. Shapes of ISR results
are also shown. Absolute normalization errors for the PHENIX
and ISR are 9.7% and 20%, respectively.
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But not everything is perfect….
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New LHCf detectors for 13 TeV runs
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Figure 1. The longitudinal structure of the LHCf calorimeters. In both figures, grey and light blue parts
represent tungsten and GSO-plate layers, respectively. The GSO-bar hodoscope for Arm1 and the silicon strip
detector for Arm2 were shown in red and orange, respectively. Particles enter from the left side of each figure.

(a) Arm1 (b) Arm2

Figure 2. The pictures of Arm1 and Arm2 detectors. Side panels and readout cables were not attached in
these figures for the appearance. The Arm2 detector is lying sideways.

– 4 –

• Sampling layers 
• EJ-260 is replaced with GSO  
• 3mm (EJ-260) -> 1mm (GSO) 

• Position sensitive layers 
• Arm1 

• SciFi is replaced with  GSO-bar 
hodoscope 

• Arm2  
• Longitudinal configuration is 

changed 
• Grounding for not-used strips
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(b) Arm2

Figure 1. The longitudinal structure of the LHCf calorimeters. In both figures, grey and light blue parts
represent tungsten and GSO-plate layers, respectively. The GSO-bar hodoscope for Arm1 and the silicon strip
detector for Arm2 were shown in red and orange, respectively. Particles enter from the left side of each figure.

(a) Arm1 (b) Arm2

Figure 2. The pictures of Arm1 and Arm2 detectors. Side panels and readout cables were not attached in
these figures for the appearance. The Arm2 detector is lying sideways.

– 4 –

Arm1

Arm2

New LHCf detectors for 13 TeV runs



Performance of the upgraded detector

7

2017 JINST 12 P03023

P�������� �� IOP P��������� ��� S���� M �������

R �������: November 17, 2016
R ������: January 13, 2017

A�������: February 24, 2017
P��������: March 21, 2017

Performance study for the photon measurements of the
upgraded LHCf calorimeters with Gd2SiO 5 (GSO)
scintillators

Y. Makino,a,1 A. Tiberio,b,c O. Adriani,b,c E. Berti,b,c L. Bonechi,b M. Bongi,b,c Z. Caccia,d

R. D’Alessandro,b,c M. Del Prete,b,c S. Detti,b M. Haguenauer,e Y. Itow,a, f T. Iwata,h

K. Kasahara,h K. Masuda,a E. Matsubayashi,a H. Menjo,i G. Mitsuka,c,2 Y. Muraki,a

P. Papini,b S. Ricciarini,b,g T. Sako,a, f N. Sakurai,j T. Suzuki,h T. Tamura,k S. Torii,h

A. Tricomi,d,l W.C. Turner,m M. Uenoa and Q.D. Zhoua

aInstitute for Space-Earth Environmental Research, Nagoya University, Nagoya, Japan
bINFN Section of Florence, Florence, Italy
cUniversity of Florence, Florence, Italy
dINFN Section of Catania, Catania, Italy
eEcole-Polytechnique, Palaiseau, France
f Kobayashi-Maskawa Institute for the Origin of Particles and the Universe, Nagoya University,
Nagoya, Japan

gIFAC-CNR, Florence, Italy
hRISE, Waseda University, Shinjuku, Tokyo, Japan
iGraduate School of Science, Nagoya University, Nagoya, Japan
jTokushima University, Tokushima, Japan
kKanagawa University, Kanagawa, Japan
lUniversity of Catania, Catania, Italy
mLBNL, Berkeley, California, U.S.A.

E-mail: makino@isee.nagoya-u.ac.jp

A�������: The Large Hadron Collider forward ( LHCf) ex periment was motivated to understand the
hadronic interaction processes relevant to cosmic-ray air shower development. W e have developed
radiation-hard detectors with the use of Gd2SiO5 ( GSO) scintillators for proton-proton

p
s = 13 TeV

collisions. Calibration of such detectors for photon measurement has been completed at the CE R N
SPS T2-H4 line in 20 15 using electron beams of 10 0 –25 0 GeV and muon beams of 15 0 –25 0 GeV .
After the channel-by-channel absolute energy calibration, the energy resolution of the calorimeters is
confirmed to be better than 3 % for electrons with energy above 10 0 GeV . The position dependence
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Figure 12. E nergy dependence of the energy resolution of the Arm1 detector for data ( filled circles) and M C
( open circles, shifted horiz ontally by 5 GeV ) . The events in a 4( 8 ) mm ⇥ 4( 8 ) mm sq uare around the center
of the 20 ( 40 ) mm calorimeter tower were selected.

(a) 25 mm (b) 3 2 mm

Figure 13 . E nergy dependence of the energy resolution of the Arm2 detector for data ( filled circles) and
M C ( open circles, shifted horiz ontally by 5 GeV ) . The events in a 5 ( 10 ) mm ⇥ 5 ( 10 ) mm sq uare around the
center of the 25 ( 3 2) mm calorimeter tower were selected.

The correction was tested by check ing the position dependence of S for each calorimeter. D ata
with 15 0 and 20 0 GeV electron beams were used for this study of Arm1 and Arm2, respectively.
The uniformity of calorimeter responses before and after correction is demonstrated in figure 14
and 15 for Arm1 and Arm2, respectively.
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Figure 13 . E nergy dependence of the energy resolution of the Arm2 detector for data ( filled circles) and
M C ( open circles, shifted horiz ontally by 5 GeV ) . The events in a 5 ( 10 ) mm ⇥ 5 ( 10 ) mm sq uare around the
center of the 25 ( 3 2) mm calorimeter tower were selected.

The correction was tested by check ing the position dependence of S for each calorimeter. D ata
with 15 0 and 20 0 GeV electron beams were used for this study of Arm1 and Arm2, respectively.
The uniformity of calorimeter responses before and after correction is demonstrated in figure 14
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Energy resolutions 

A rm 1 20 m m  cal . A rm 2 25 m m  cal .

Energy resolution is 2 %  for 200GeV elections (@S PS) 
-> ~5  %  at LHC



Inelasticity measurement k=1-pleading/pbeam
Muon excess at Pierre Auger Observatory
! cosmic rays experiment measure PCR energy 

from muon number at ground and florescence 
light

! 20-100% more muons than expected have 
been observed

Number of muons depends 
on the energy fraction of 
produced hadron
Muon excess in data even 
for Fe primary MC
EPOS predicts more muon 
due to larger baryon 
production

R. Engel

importance of baryon measurement

LHCf neutron analysis: motivations



Reconstructed ARM2 hadron energy spectra



Feynman scaling in neutron production cross-section
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Feynman scaling hypothesis holds within the error bars
Consistency is good especially in the region 0.2 < xF < 0.75



LHCf @ pPb 5.02 TeV: !0 spectra @ p-remnant side



LHCf @ pPb 5.02 TeV: 
!

0 
spectra @ p-remnant side

The LHCf results in p-Pb (filled circles) show good agreement with DPMJET and EPOS.
The LHCf results in p-Pb are clearly harder than the LHCf results in p-p at 5.02TeV (shaded area) which 
are interpolated from the results at 2.76TeV and 7TeV.

LHCf Data (UPC subtracted) vs Models

pp x5



LHCf @ pPb 5.02 TeV: !0 pT spectra

! QGSJETII-04 and EPOS-LHC: 
similar, good agremeent for 

pT>0.4 GeV
! DPMJET: good agreement for  

"8.8 > ylab > "10.0 and pT < 
0.3 GeV

! Characteristic bump at y > 
"9.6 and pT ! 0.2GeV: Ultra 

Peripheral Collisions



LHCf @ pPb 5.02 TeV: 
Nuclear modification factor

<Ncoll> = 6.9

Both LHCf and MCs show strong suppression
But LHCf grows as increasing pT, understood by the softer 

pT spectra in p-p at 5TeV than those in p-Pb.



!0 average pT for different cm energies

pT spectra vs best-fit function

<pT> is inferred in 3 ways:
1. Thermodynamical 

approach
2. Gaussian distribution fit
3. Numerical integration 

up to the histogram 
upper bound

From scaling considerations (projectile fragmentation 
region) we can expect that <pT> vs rapidity loss should be 
independent from the c.m. energy

Reasonable scaling can be inferred from the data 

Average pT vs ylab



Limiting fragmentation in forward !0 production

Limiting fragmentation hypothesis: 
rapidity distribution of the 
secondary particles in the forward 
rapidity region (target’s fragment) 
should be independent of the 
center-of-mass energy. 

This hypothesis for !0 is true at the 
level of ±15%



Feynman scaling in forward !0 production 

Feynman scaling hypothesis:
cross sections of secondary 
particles as a function of xF !
2pz/!s are independent from the 
incident energy in the forward 
region (xF >0.2). 

This hypothesis for "0 is true at 
the level of ±20% 



LHCf @ pp 7 TeV: neutron spectra

Data (!>10.76) 3.05±0.19

DPMJET3.04
EPOS 1.99
PYTHIA 8.145
QGSJET II-03
SYBILL 2.1

1.05
1.80
1.27
2.34
0.88

Data (8.99<!<9.22) 1.261.26±±0.08

DPMJET3.04
EPOS 1.99
PYTHIA 8.145
QGSJET II-03
SYBILL 2.1

0.76
0.69
0.82
0.65
0.57

n/! ratio

- LHCf Arm1 and Arm2 agree with each other within systematic error, in which the energy scale 
uncertainty dominates.

- In ">10.76 huge amount of neutron exists. Only QGSJET2 reproduces the LHCf result.
- In other rapidity regions, the LHCf results are enclosed by the variation of models.



LHCf spectra in p-Pb collisions with Atlas tagging on tracks

Nsel:
number of good charged ATLAS 
tracks 
! pT > 100 MeV
! vertex matching 
! |!| < 2.5. 

Significant UPC contribution in 
the very forward region with 
Nsel=0



RHICf detector acceptance

Figure 6: Beam pipe structure btween the DX magnet and the RHICf location.

assuming no beam crossing angle. Here the beam center, or neutral center, is de� ned as the
projection of the beam direction at the IP to the RHICf detector position. Vertical 0mm
is de� ned as the vertical position of the non-crossing beam center. The area indicated
in blue shows the effective aperture of the RHICf calorimeters for photon measurements,
while blue plus light blue shows the aperture for neutron measurements. This difference is
because the thickness of the beam pipe is sufficient to obscure photons, but not for hadrons.

The detector will be held by a manipulator that moves the detector vertically by remote
control. De� nition of the other possible detector positions are shown in Fig.8. These
positions are assumed in Sec.4.2 to estimate the total operation time and statistics. Another
position, garage, is also de� ned so that the RHICf detector does not interfere the operation
of the ZDC.

3.2 Data acquisition

Each PMT signal from 32 sampling scintillators is fed to a discriminator and generates
hit signal when the pulse height exceeds a prede� ned threshold level. A shower trigger is
issued when any 3 successive layers generate hits and when the timing is synchronized with
a passage of a bunch directing to the RHICf detector. The hit signals are handled by a
FPGA module, there is  exibility in the event trigger. Possible options to be used are two
photon trigger with one photon in each calorimeter to enhance π0 events, deep (shallow)
shower trigger to enhance photon (hadron) events. Because of the transfer speed of the
VME system, the maximum data recording rate is limited to 1 kHz. Prescaling for events
with large cross sections will be applied. More detailed description of the LHCf trigger is
described in [14].

The trigger signal of the RHICf experiment is sent to STAR and STAR records its signal
accordingly. Once STAR accepts to record a RHICf trigger, STAR sends back a token of
the event for RHICf to identify the common event at the offline analysis. Preparation for
this data exchange is ongoing.
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!Widest and gapless pT
coverage is realized by 
moving the vertical 
detector position.

!Beam pipes obscure 
photons but not 
neutrons.

87.9mm

Zero degree

1.2GeV

Acceptance in E-pT phase space

Limit by beam pipe

Compact double calorimeters 
(20mmx20mm and 40mmx40mm)

Cross section view from IP

Beam pipe 
shadow 



Diffractive vs. non diffractive
at η>8.2 with √s=510GeV p+p collisions

PYTHIA 8 simulation

BLUE: inclusive spectra expected by RHICf only
RED: diffractive only (“RHICf + no central track in STAR” will be similar => TBC)
BLACK: non diffractive (“RHICf + >=1 central track in STAR” => TBC )


