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CMS MTD beam test goals
• Characterize LGADs from 3 potential vendors
- Hamamatsu
- Fondazione Bruno Kessler (FBK, Italy)
- Centro Nacional Microelectrónica (CNM, Spain)
• Primary aspects to understand:
- Time resolution 
• Want balance of high gain and low noise

- Radiation hardness
• Less stringent than ATLAS HGTD: eta from 1.6 to 2.9, so most sensors see << 1015 neq.

- Uniformity of large arrays
- Inter-pad gap
• Beam test: 
- Only way to measure all aspects at once!
- Uniquely possible: Uniformity of time resolution vs X,Y.
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Beam test setup at FNAL
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LGAD cold box

2.5 GHz scope
(30k events per spill!)

Chiller

Multiplexer (20 GHz)

8-channel HV supply
Telescope (CMS Strips)

Coming soon: “region of interest” trigger
(small scintillator + motion stage)

MCP time reference
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Interesting result: radiation damage
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Table 1
Linear dimensions and capacitances of the sensors used in these studies.

Sensor Number of channels Single channel dimensions Single channel capacitance

HPK 50A-PIX 4 3 ù 3 mm2 20 pF
HPK 50B-PIX 4 3 ù 3 mm2 20 pF
HPK 50C-PIX 4 3 ù 3 mm2 20 pF
HPK 50D-PIX 4 3 ù 3 mm2 20 pF
HPK 80C-PIX 4 3 ù 3 mm2 12 pF
HPK 50D 1 ` = 1.0 mm 2.9 pF
CNM-W9HG11 4 3 ù 3 mm2 22 pF
CNM-W11LGA35 1 1.3 ù 1.3 mm2 3.9 pF

Table 2
Data taking conditions for the studies presented in this paper. Numbers in bold indicate that the sensor was at room temperature, underlined ones were taken at *10 ˝C,
and those in italicized text were taken at *20 ˝C. The numbers in parenthesis indicate the gain at the given operation voltage.

Sensor KU board 2-ch UCSC board 4-ch FNAL board 4-ch

HPK 50A-PIX *630 V (20) – –
HPK 50B-PIX *550 V (25) – –
HPK 50C-PIX *400 V (20) *450 V (35) –
HPK 50D-PIX *300 V (30) – *250 V (17), *300 V (30), *250 V (29)

*250 V (36)
CNM W9HG11 – *180 V (14) –
HPK 50D 6 ù 1014 n/cm2 – *600 V (20), *635 V (30) –
CNM W11LGA35 6 ù 1014 n/cm2 – *400 V (24), *420 V (28) –

The DAQ system for the DUTs and the Photek MCP-PMT is based
on a CAEN V1742 digitizer board [12], which provides digitized wave-
forms sampled at 5 GS/s, and with one ADC count corresponding to
0.25 mV. The CAEN digitizer was voltage- and time-calibrated using
the procedure described in Ref. [13]. One of the main parameters of
DAQ system for precise time measurements is the ‘‘electronic time
resolution’’, defined as the measured time jitter between two signals that
are split from the same source. These two signals are used as ‘‘start’’ and
‘‘stop’’ signals to electronic system measuring the time interval between
them. The electronic time resolution of the CAEN V1742 digitizer was
measured to be less than 4 ps, and thus, its impact on the timing
measurements presented in these studies can be neglected. The DAQ
for the pixel telescope is based on the CAPTAN system developed at
Fermilab [7]. The track-reconstruction is performed using the Monicelli
software package developed specifically for the test-beam application.

The DUTs were placed inside the telescope box described in Ref. [7],
and mounted on an aluminum mechanical support structure. The tele-
scope box can be moved remotely in both the horizontal and vertical
directions in order to align the DUTs with the beam. The aluminum
support structure for the DUTs provide both mechanical stability and
are equipped with Peltier cooling elements that were used in this study
to operate the DUTs at *10˝ and *20 ˝C.

The beam is resonantly extracted in a slow spill for each Main
Injector cycle delivering a single 4.2 s long spill per minute. The
primary beam (bunched at 53 MHz) consists of 120 GeV protons. All
measurements presented in this paper were taken with the primary
beam particles. The trigger to both the CAEN V1742 and to the pixel
telescope was provided by a scintillator mounted on a photomultiplier
tube, placed upstream of the DUTs in the beam-line. Due to the limited
buffer depth of the CAEN V1742 board, special care had to be taken in
the design of the DAQ system to ensure that both the DUT and telescope
DAQs collect exactly the same amount of triggers. This was achieved by
limiting the trigger rate by introducing an adjustable dead-time using a
custom-designed trigger board. Processed data from the pixel telescope
and the DUTs were merged offline by matching the trigger counters
recorded by the two systems.

3. LGAD sensor properties

Sensors manufactured by HPK and CNM were measured in the test
beam experiment. Both single- and four-channel configurations of the
sensor were used in the measurements. The sensors studied have active
thicknesses of about 50 �m and 80 �m. A brief summary of the sensors
dimensions and capacitances is presented in Table 1.

Fig. 3. Photographs of the HPK 50D-PIX 2 ù 2 array sensor (top left), the
CNM W9HG11 2 ù 2 array sensor (top right), the HPK 50D-GR single sensor
(bottom left), and the CNM W11LGA35 single sensor (bottom right) are shown.
Numerical labels overlaid on top of the images of the array sensors are used in
the text when referring to individual pixels.

CNM sensors have an active thickness of about 45 �m and were
produced on 4-inch Silicon-on-Insulator wafers with a 45 �m thick high
resistivity float zone (FZ) active layer on top of a 1 �m buried oxide
and a 300 �m support wafer. The back-side contact is achieved through
wet-etched deep access holes through the insulator. The dose of the
boron implantation for the W9HG11 sensor is 1.9 ù 1013 atoms/cm*2,
and 2.0 ù 1013 atoms/cm*2 for the W11LGA35. Details on CNM sensors
can be found in Ref. [4,14].

The HPK sensors were manufactured on 6-inch silicon wafers of
150 �m total thickness with a 50 �m or 80 �m thick high resistivity
float zone (FZ) active layer. Four gain splits, identified with the letters
A (lowest gain) to D (highest gain), were produced identical in the mask
design but with a different p+ dose of the gain layer to study the optimal

160

A. Apresyan et al. Nuclear Inst. and Methods in Physics Research, A 895 (2018) 158–172

Fig. 18. (Left) The map of the amplitude distribution on the irradiated CNMW11LGA35 sensor across X and Y coordinates. Two distinct regions on the sensor surface
can be identified according to the amplitude distribution: the center of the sensor (area within the red circle), and the periphery of the sensor (area between the
black circle and black square). (Right) Amplitude distribution in the two areas of the irradiated CNM W11LGA35 sensor. The sensor was irradiated to 6ù 1014 n/cm2.
Measurements were performed at *20 ˝C. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 19. (Left) The map of the amplitude distribution on the irradiated HPK 50D sensor across X and Y coordinates. (Right) Signal amplitude distribution for the
irradiated HPK 50D sensor. The sensor was irradiated to 6 ù 1014 n/cm2. Measurements were performed at *20 ˝C.

An important characteristic is the uniformity of the signal size across
the surface of the sensor, which directly impacts on its timing perfor-
mance. We use the signal amplitude as the metric to characterize the
signal size uniformity. The distribution of the LGAD signal amplitudes
is fitted to a Landau distribution. An example of the fit is shown in
Fig. 5. The most probable value (MPV) parameter of the fitted Landau
distribution is plotted in Fig. 6. A flat response with a uniform signal
size is observed over the whole sensor area. As a study of systematic
effects, we have also repeated the fit using the convolution of a Landau
function and a Gaussian function to model the impact of noise and
fluctuations in the multiplication process. We find that the peak location
increases systematically by about 5% for all points in a correlated
fashion. However it does not appear to impact the conclusions drawn
on the response uniformity.

The measurements of the time difference �t = t1 * t0 between the
reference timestamp (t0) and the timestamp of the LGAD sensors (t1) are
shown in Fig. 7. The micro-bonding scheme of the HPK and CNM 2 ù 2
sensor arrays is shown in Fig. 3. For the HPK sensor, the �t dependence
on the hit position indicates a shift of about 20–30 ps between the
metalized area near the center of the array (gray region of the top-
left image in Fig. 3) and the non-metalized area. This effect cannot be
attributed to the algorithm used to time-stamp the events, since the same

behavior is observed with the CFD and CDT algorithms. Furthermore,
the same behavior is observed on all HPK sensor varieties mounted on
KU board, as presented in Section 6.3. The CNM W9HG11 sensor does
not contain metalized areas on its surface and we do not observe the
same effect. Further studies are needed to understand the effect.

The measurement of the time resolution across the sensor surface is
shown in Fig. 8. The distribution of �t between the timestamp of the
LGAD signal and the reference signal is fitted with a Gaussian function,
and the spread � of the fitted function is defined as the time resolution.
We observe a uniform time resolution around 40 ps across the whole
surface area for HPK, and around 55 ps for CNM sensors.

6.2. Measurement of the ‘‘no-response’’ area between two neighboring pixels

In order to precisely measure the width of the no-response area
between two neighboring pixels, a large statistics sample of about
350,000 events was collected with the HPK 50D-PIX sensor mounted
on a 2-channel KU board. The sensor was biased to *300 V. The large
dataset allowed us to perform a detailed scan in the area between
the two pixels as shown in Fig. 9. In order to estimate the width of
the no-response between the pixels, the efficiency curves of the two
neighboring pixels are fitted with an S-curve function of the form
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Metallization provided some protection against radiation damage!

Irradiated LGAD (CNM)
6e14 neq

Map of mean amplitude
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Interesting result: timing
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Fig. 12. �t measurements as a function of the X position of the beam particle for the HPK 50A-, 50B-, 50C-, and 50D-PIX sensors mounted on the KU board. The
scan of pixels 1 and 2 along the X-axis is shown. The pixel numbering scheme is defined in Fig. 3.

Fig. 13. Time resolution measurements as a function of the X position of the beam particle for the HPK 50A-, 50B-, 50C-, and 50D-PIX sensors mounted on the KU
board. The scan of pixels 1 and 2 along the X-axis is shown. The pixel numbering scheme is defined in Fig. 3.
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Table 1
Linear dimensions and capacitances of the sensors used in these studies.

Sensor Number of channels Single channel dimensions Single channel capacitance

HPK 50A-PIX 4 3 ù 3 mm2 20 pF
HPK 50B-PIX 4 3 ù 3 mm2 20 pF
HPK 50C-PIX 4 3 ù 3 mm2 20 pF
HPK 50D-PIX 4 3 ù 3 mm2 20 pF
HPK 80C-PIX 4 3 ù 3 mm2 12 pF
HPK 50D 1 ` = 1.0 mm 2.9 pF
CNM-W9HG11 4 3 ù 3 mm2 22 pF
CNM-W11LGA35 1 1.3 ù 1.3 mm2 3.9 pF

Table 2
Data taking conditions for the studies presented in this paper. Numbers in bold indicate that the sensor was at room temperature, underlined ones were taken at *10 ˝C,
and those in italicized text were taken at *20 ˝C. The numbers in parenthesis indicate the gain at the given operation voltage.

Sensor KU board 2-ch UCSC board 4-ch FNAL board 4-ch

HPK 50A-PIX *630 V (20) – –
HPK 50B-PIX *550 V (25) – –
HPK 50C-PIX *400 V (20) *450 V (35) –
HPK 50D-PIX *300 V (30) – *250 V (17), *300 V (30), *250 V (29)

*250 V (36)
CNM W9HG11 – *180 V (14) –
HPK 50D 6 ù 1014 n/cm2 – *600 V (20), *635 V (30) –
CNM W11LGA35 6 ù 1014 n/cm2 – *400 V (24), *420 V (28) –

The DAQ system for the DUTs and the Photek MCP-PMT is based
on a CAEN V1742 digitizer board [12], which provides digitized wave-
forms sampled at 5 GS/s, and with one ADC count corresponding to
0.25 mV. The CAEN digitizer was voltage- and time-calibrated using
the procedure described in Ref. [13]. One of the main parameters of
DAQ system for precise time measurements is the ‘‘electronic time
resolution’’, defined as the measured time jitter between two signals that
are split from the same source. These two signals are used as ‘‘start’’ and
‘‘stop’’ signals to electronic system measuring the time interval between
them. The electronic time resolution of the CAEN V1742 digitizer was
measured to be less than 4 ps, and thus, its impact on the timing
measurements presented in these studies can be neglected. The DAQ
for the pixel telescope is based on the CAPTAN system developed at
Fermilab [7]. The track-reconstruction is performed using the Monicelli
software package developed specifically for the test-beam application.

The DUTs were placed inside the telescope box described in Ref. [7],
and mounted on an aluminum mechanical support structure. The tele-
scope box can be moved remotely in both the horizontal and vertical
directions in order to align the DUTs with the beam. The aluminum
support structure for the DUTs provide both mechanical stability and
are equipped with Peltier cooling elements that were used in this study
to operate the DUTs at *10˝ and *20 ˝C.

The beam is resonantly extracted in a slow spill for each Main
Injector cycle delivering a single 4.2 s long spill per minute. The
primary beam (bunched at 53 MHz) consists of 120 GeV protons. All
measurements presented in this paper were taken with the primary
beam particles. The trigger to both the CAEN V1742 and to the pixel
telescope was provided by a scintillator mounted on a photomultiplier
tube, placed upstream of the DUTs in the beam-line. Due to the limited
buffer depth of the CAEN V1742 board, special care had to be taken in
the design of the DAQ system to ensure that both the DUT and telescope
DAQs collect exactly the same amount of triggers. This was achieved by
limiting the trigger rate by introducing an adjustable dead-time using a
custom-designed trigger board. Processed data from the pixel telescope
and the DUTs were merged offline by matching the trigger counters
recorded by the two systems.

3. LGAD sensor properties

Sensors manufactured by HPK and CNM were measured in the test
beam experiment. Both single- and four-channel configurations of the
sensor were used in the measurements. The sensors studied have active
thicknesses of about 50 �m and 80 �m. A brief summary of the sensors
dimensions and capacitances is presented in Table 1.

Fig. 3. Photographs of the HPK 50D-PIX 2 ù 2 array sensor (top left), the
CNM W9HG11 2 ù 2 array sensor (top right), the HPK 50D-GR single sensor
(bottom left), and the CNM W11LGA35 single sensor (bottom right) are shown.
Numerical labels overlaid on top of the images of the array sensors are used in
the text when referring to individual pixels.

CNM sensors have an active thickness of about 45 �m and were
produced on 4-inch Silicon-on-Insulator wafers with a 45 �m thick high
resistivity float zone (FZ) active layer on top of a 1 �m buried oxide
and a 300 �m support wafer. The back-side contact is achieved through
wet-etched deep access holes through the insulator. The dose of the
boron implantation for the W9HG11 sensor is 1.9 ù 1013 atoms/cm*2,
and 2.0 ù 1013 atoms/cm*2 for the W11LGA35. Details on CNM sensors
can be found in Ref. [4,14].

The HPK sensors were manufactured on 6-inch silicon wafers of
150 �m total thickness with a 50 �m or 80 �m thick high resistivity
float zone (FZ) active layer. Four gain splits, identified with the letters
A (lowest gain) to D (highest gain), were produced identical in the mask
design but with a different p+ dose of the gain layer to study the optimal
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Delta T with respect to MCP reference

• Major difference in arrival time underneath 
metallization
• Can only observe this with test beam!

HPK 50D
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Gradient in gain
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Latest results
• HPK 3.1 5x5 array
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200V 
σ: 28 ps
MPV: 500 mV

deltaT w.r.t MCP [s]
• See great results with un-irradiated array!

20k events
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Future plans
• Continue testing sensors from HPK 3.1 and HPK 3.2
- Will receive larger arrays soon!

• Testing of ASIC prototype
- ETROC0: available in few months— test analog part
- ETROC1: later this year— analog+digital
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