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ATLAS Trigger System Run-2 L1Topo Hardware

Out of the 40 MHz rate of proton-
proton collisions delivered by LHC
Level-1 Muon only a rate of up to 100 kHz is
accepted by the Level-1 Trigger, and

Endcap further processed in the High-Level
Trigger (HLT) to a final rate of 1 kHz
on average.
Sector Logic

 During Run-2, two identical boards were
commissioned and used. In each board:
- 2 Virtex 7 FPGAs to process algorithms

-1 Virtex 7 FPGA for communication and
readout

« ~ 1Tb/s input bandwidth per board

» 128 trigger decision bits available
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Functionalities

* Angular selections:

- A¢, AR, An, angular window, objects disambiguation

 Mass selections:

- Invariant and transverse mass

The Level-1 Topological Trigger receives information from both Level-1 Calorimeter and Level-1 Muon Trigger
systems and provides decisions based on topological algorithms. A bitwise simulation of these algorithms runs
within the High-Level Trigger for each Level-1 accepted event. X

* Flexibility of using central and/or forward jets

« Combination of calorimeter and muon detectors information

 Access to trigger objects from different bunch crossings
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All the algorithms used in physics analyses show a hardware to simulation decisions agreement better than 99% CTP
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The event rate reduction achieved by the Level-1 Topological Trigger has been essential for many physics analyses. It
has also been used for commissioning systems to be used in Run-3, as part of the Fast Tracker (FTK) system.

distance requirements (blue) are used. A rate
reduction of up to a factor of 4 is achieved
with L1Topo
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- 2 Xilinx UltraScale+ FPGAs for algorithm
computation with enhanced processing power

- 118 input fibers per FPGA
- 24 output fibers per FPGA

— L1:2xp:>6GeV
— L1Topo: 2 x p: >6GeV, m  €[2,9]GeV, AR  €[0.2,1.5]

2000
 L1Topo proved very useful for B-physics

analyses targeting final states with very low
transverse momentum (pr) leptons
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* In contrast to Run-2, the new L1Topo system will run
topological and some non-topological algorithms

The commissioning plan foresees using the Run-2
Legacy system while commissioning the Run-3 system.
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