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A Common Readout Unit for upgraded detectors

ALICE

A JOURNEY OF DISCOVERY

Upgraded detectors

6) ITS-IB | Inner Tracking System- inner barrel
7) ITS-OB | Inner Tracking System- Outer barrel
8) MCH | Muon Tracking chamber

9) MFT | Muon Forward Tracker

10) MID | Muon Identifier

11) CPV | Charged Particule Veto

12) TOF | Time Of Flight

2,13,14,17) FIT | Fast Interaction Trigger
15) TPC | Time Of Flight

16) TRD | Transition Radiation Detector

18) ZDC | zero Degree Calorimeter

e For run 3 and 4, ALICE moves to a continuous readout

— ALICE will produce 3.5 TB/s of data

* The upgraded detectors (10) will use the CRU to comply with this scheme

A common firmware was developed for the CRU to share efforts
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CRU in the system

Dl
* The CRU is the interface e O?facility
between : - 2-3 CRUs are hosted by First
- the detector front-end electronics Level Processor (FLP)
- The O facility - FLP communicates with
- The Detector Control System Event Processing Nodes
- The Trigger System (EPN) through the network

Trigger system
(clock, messages)
LTU

24 GBT 100G
(x2-3) network

FEE EPN

Can be : /

* Readout only
* Trigger, slow
control and readout
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CRU Hardware

A JOURNEY OF DISCOVERY

 Hardware was designed for and by LHCb (named PCle40)

|||||
.....

— — DAG Engne 11 e A= . :\_j
" PCle40 board, courtesy from CNRS/IN2P3/CPPM
i 1l |- | . I‘ e

2 SFP+ ' .
for PON @ 10Gb/s PCle gen 3 16 lanes

 One Small Factor Pluggable (SFP) cage used as interface with the trigger system
* Up to 24 GBT links (or 36 for TRD) used
* PCle interface with FLP, and thus DAQ and DCS
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Continuous readout in ALICE
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e Continuous stream is sliced in Time Frames of 22 ms (size of data sample requested
by reconstruction)

* Time Frames are divided in 256 Heart Beat Frame (HBF) of 1 orbit duration (89.4 pus).
* CRU collect data continuously and check successful HBF reception in each FLP
* For each HBF an (not) ACKnowledge is delivered to the Central Trigger Processor

e Upon missing ACK
- => CTP requests all CRU to drop the HBF until the end of Time Frame to allow recovery.

FLP1

FLPO
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A JOURNEY OF DISCOVERY

Detector requirements

* GBT link type (“gbt-mode” or “wide”)

- Downstream, either:

* Trigger messages (TTS) or only clocking

* Slow control

- Upstream (FEE - CRU)
* Readout (streaming mode or packet mode)
« Slow control acknowledge

- A maximum of 24 GBT links

* |Interface with trigger system

— Various trigger bit

— Busy through CRU (TRD only)

 PCle readout (gen3 x16)

Number of | TX/RX per : GBT with FEC TTS through DCS through
Detector CRU CRU userLogic | gbt-mode”) CRU CRU
CPV 1 24124 M ¥ ki Y (SCA)
FIT 2 24124 M b b
¥ (single word
ITS 26 12724 b clock only transfert)
MCH 32 24124 ¥ b Y (SCA)
MFT 11 12/24 Y clock only | Y (Single word
transfert)
MID 2 2424 b ¥ (SCA)
TOF 4 24124 ki Y (SCA)
24/24 (500%4)
TRPC 360 0/24 (50% Y ¥ (SCA)
TRD 37
ZDC 1

=> Most of the detectors need similar features (in blue)
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H%CE Common Firmware overview

* The firmware was developed to fit Alice needs
- Share common features : PCle, trigger and timing, GBT
- Readout in raw mode (no processing in CRU) for all detectors
- Clock and trigger distribution
- FEE configuration

* Detector specific features allow for specific User Logic for
some detectors

- Online data processing (baseline correction, zero suppression)
» User logic is inserted in common firmware => specific compilation

- At any moment, can switch from raw mode to User Logic
» Self-testing capabilities
— Data loop-back and automatic checks
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ALICE

A JOURNEY OF DISCOVERY
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Firmware description: GBT

( Trigger Timing Control interface
Board Support — (TT€) LTU
(BSP) < [ 24§_
g patplayer
A\
GBT links — * dd
CRU to FEE oM 24 > 9 ] TITIC
O <_F[ Slow control J
TTC 24 Avalon .
128 bit x 12 x 40MHz @ 256 bit x 250 M(1) g %
(72
wrapper 1 © c%
7 TTC =&
UL readout % M) Aval
readout control | S 2 s g Iaviz
T - to
@ protocol/ ﬁ So@) = | ) >0
= <= c —
2 = | s o
TR / >
S 5 // Z
-
) // Avalon -2
MM(0) 20
3 <
datapath 8 o
128 bit x 12 x 40MHz wrapper 0 256 bit X 250 p= § )

=7.68GB/s

MHz=8GB/s




Giga Bit Transceiver interface (GBT)

A JOURNEY OF DISCOVERY

 GBT is part of the “radiation hard optical link project” — bi-directional optical link

* Allows “GBT-frame” or “wide-bus”
(20bit@40MHz (4.8Gbps)

Lbit 80bit@40MHz (3.2Gbps) 32bit
120bit@40MHz (4.8Gbps)

4bit B0bit 3Zbit

) 12bit@40MH; (4.48Gbps)
 CRU uses up to 24 GBT links, down-link is latency optimized

 GBT_wrapper contains a modified version of the GBT-FPGA provided by
CERN electronics group

- Dynamic switching between “GBT-frame” and “wide-bus” => covers more use cases

 Test modes

— External loop-back (with fibers, readout electronics) => allow validation of front-end -~ CRU
communication

- The internal loop-back (via transceiver) => Allows checking during operation
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https://espace.cern.ch/GBT-Project/GBT-FPGA/default.aspx

ALICE

A JOURNEY OF DISCOVERY
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Firmwa

re description: TTC

( Trigger Timing Control interface
t (TTC) LTU
[Board Support} /ﬁﬁ_ ctpemu
Pt
(BSP) 2 24 patplayer
N
GBT links — * dd
CRU to FEE oM 24 > 9 J TlTLC
O <_F[ Slow control J
TIC 24 Avalon .
128 bit x 12 x 40MHz @ 256 bit x 250 M(l) 3 %
(72
wrapper 1 o t%
w TTC =3
UL readout % Ml ) Aval
readout control 52 3 g Iaviz
S o to
@ protocol/ ﬁ So@) = | ) >0
= <= c —
3 = | S =
-% % // >
5 Vi <
-
) A Avalon ©L
Z gefiva)
MM(0) 20
datapath § <
128 bit x 12 x 40MHz wrapper 0 256 bit X 250 p= § )

=7.68GB/s

MHz=8GB/s
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A JOURNEY OF DISCOVERY

Trigger Timing Control interface (1/2)

* Uses the ONU provided by CERN Central Trigger
electronics group or
— CRU system clock is recovered from 2.4Gb/sT 19’6%/5
Passive Optical Network sromm | () g 15770
- Recovered clock is used and forwarded to
FEE by GBT
- Reception of trigger messages (200 bit @ e Bl L .TO-NU ; -
40MH2z) Rescdout Unit | CRU
* Trigger bit, bunch crossing number, orbit s
number, ... off-detector o 7 Al T Qoo

detectors

Emission of Heart Beat ACKnowledge (56
bit)
* Time domain multiplexing up-link, slot available
every number of ONU x 125 ns

e 4 ONU - slot every 600 ns !

FE || FE FE || FE

a ! 7 !
/7";4-;;? /_.::-:::::::: ' Q“i‘- _.-;:';:::::::;..I “ “%ﬁ
A . "c\ V4 W
FE | FE I FE | FE I
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Trigger Timing Control interface (2/2)

ALICE
I PR TTC
« A trigger emulator is implemented : (iicoer paii)
- To mimic trigger messages PRI s :
- To simulate readout flow control L ‘TTCRX
rxvalidemu 200 200
— Can be used by detectors for CTPEMU A.%y 200 \
functional testing with local oscillator s Ze e
patval GBT_TX_BUS
* Pattern player paroLaven [ o [
- Generates a programmable sequence SR L
to transmit to FEE, fired by a trigger bit
- An example: SYNC — RST sequence = e by
for SAMPA chip R ey /
* For Time Projection Chamber (TPC),
Muon Forward Tracker (MCH), ... g Datactri(17:16) ,

* Trigger router

- Used to replicate, or reroute a trigger
bit to several positions (replicate bit on
various e-links)

— For Muon IDentifier (MID)
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ALICE

A JOURNEY OF DISCOVERY
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Firmware description: other down-link features
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Board Support
(BSP)

GBT links
CRU to FEE

128 bit x 12 x 40MHz
=7.68GB/s

128 bit x 12 x 40MHz
=7.68GB/s

( Trigger Timing Control interface

s 24{
=) atplayer
=
e ddg | 1L
O 24 [ - ol J TTC
<_r_ Ow contro
TTe 24 Avalon
1l | M(D)
256 bit x 250
datapath MHz=8GB/s

wrapper 1

UL readout
ch#1

UL readout
ch#0

datapath
wrapper O

TTC

N\
~ $ | Avalon
—
readout control | & 2 E slaves
T o = 0to 15
protocol/ﬁ So@m ( )
<= c
> o
/ g
// <
A

= >
=5
S

256 bit x 250
MHz=8GB/s

LTU

Measured

Measured
Max 6.4 GB/s

Max 6.4 GB/s

J

FLP

-
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Other down-link features

A JOURNEY OF DISCOVERY

* DDG (Dedicated Data Generator)

— Produce streaming or packet data
- Packet data with fixed/random length, fixed/random
idle
* Slow control

- SWT (Single Word Transaction) is a slow control
protocol intermingled with data flow (for ITS)

- GBT-SCA (Slow Control Adapter) produces slow
control transactions for GBTX

— Both are controlled by PCle

TWEPP 2019
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Firmware description: DATAPATH WRAPPER

Board Support
(BSP)

GBT links
CRU to FEE

128 bit x 12 x 40MHz
=7.68GB/s

128 bit x 12 x 40MHz
=7.68GB/s

A

( Trigger Timing Control interface

v

LTU

e
-
&
- e ddg ] 1]
o 24 TTC
O <_F[ Slow control J
T|—|C 24 Avalon
M(1) o)
~ 256 bit x 250 s
datapath MHz=8GB/s 5 g
wrapper 1 © ©
S 3
//’ =
UL readout ——3 |
ch#1 - o Avalon
readout Controlﬁ S 2 S slaves
= | (00 15)
) protocol/ ZS 0 @ S o
2 = [s) T
LR // S
TTC = / <
= ——/ Avalon o2
—__V MM(0) 53
>
datapath % 3
wrapper 0 256 bit x 250 =%

MHz=8GB/s
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% DATAPATH WRAPPER
ALICE overview

* Collect data from multiple sources
— Produces up to 7.68 GB/s per datapath wrapper

* Construct data packets for streaming detectors — chop the stream
- Insert Reduced Data Header (RDH) at regular interval

oaTsPeTH oD PACKET COUNTER UNKID MEMORY SZE OFFSET NEW PACKET RESERVED PRIORITY BIT FEEID BLOCK LENGTH
o 1281 sam sar 168 88T

16 BT
[123-112] [111-104] [103-36] [95-80] [79-64] [63-56]

e .
RESERVED WeORRVST{  TRGORAT
B4 BT 328m 328
[127-84] [63-31] [31-0]
TRGTYPE Hi BC
328BM anT 128m

[s3-32] L] [11-0
RESERVED PAGES COUNTER STOP BIT PAR DETECTOR FEELD

72BM 168 8aIT 16BT 16 BT

[127-58] [s5-40] [39-32] [31-16] [15-0f

- RDH : Heart Beat ID, Link ID, STOP bit, page counter, length, ...

* Removes all data packets from a HBF if requested by the
trigger system

* Finally, presents the data to the PCle endpoints

TWEPP 2019
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DATAPATH WRAPPER
Operation

.

! Successive packets 1=> See zoomed

: Min 4 GBT words (RDH only), max 8kB Each packet contains a RDH. In RDH

there is a HBID, a page counter and a
/ STOP bit

1) Data from multiple sources (ID) in parallel (GBT, User Logic, ...

TWEPP 2019
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DATAPATH WRAPPER
Operation

----------------------------

! Successive packets % => See zoomed
' Min 4 GBT words (RDH only), max 8kB.,

—S 188888

----------------------------

Each packet contains a RDH. In RDH
there is a HBID, a page counter and a
/ STOP bit

gbt_datapathlink

GBT |:> LINKID=0

busO

Round-robin scan of datapath links
All links may not provide packets

pktmuxfifo /

Aggregate
packets

gbt_datapathlink

GBT [—)
busl

1) Data from multiple sources (ID) in parallel (GBT, User Logic, ...

2) Aggregation in pktmuxfifo — packets are interleaved

TWEPP 2019
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DATAPATH WRAPPER

*"Successive packets =~ BT _

' Mi : Each packet contains a RDH. In RDH
- e L e there is a HBID, a page counter and a
A}

----------------------------

Round-robin scan of datapath links
All links may not provide packets

PCle
pktmuxfifo / bigfifo endpoint
‘ [

HBID, LINKID

" o e
= page counter

STOP bit

FLP

1) Data from multiple sources (ID) in parallel (GBT, User Logic, ...)

2) Aggregation in pktmuxfifo — packets are interleaved
3) Identify packets as they pass-by = SCRUTINIZER

TWEPP 2019 20



DATAPATH WRAPPER
Operation

----------------------------

! Successive packets % => See zoomed _
' Mi = Each packet contains a RDH. In RDH
Min 4 GBT words (RDH only), max 8kB.} / there is a HBID, a page counter and a

STOP bit

gbt_datapathlink
GBT :> INKID=0
bus0

gbt_atapathlink

o8t = (=

busl

Round-robin scan of datapath links
All links may not provide packets

PCle
pktmuxfifo flowcontrol bigfifo endpoint

Aggregate

]
TO
FLP

gbt_d%'itapathlink

GBT

packets TTCRX HBID, LINKID
UL = Remove packets with AFULL
HBID marked for page counter
STOP bit

rejection (HBr)

ul_datapathlin

1) Data from multiple sources (ID) in parallel (GBT, User Logic, ...)

2) Aggregation in pktmuxfifo — packets are interleaved

3) Identify packets as they pass-by = SCRUTINIZER

4) Remove packets marked for deletion if necessary
TWEPP 2019
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ALICE

A JOURNEY OF DISCOVERY
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4 to 6 banks

Firmware description: READOUT CONTROL

Board Support
(BSP)

GBT links
CRU to FEE

128 bit x 12 x 40MHz
=7.68GB/s

128 bit x 12 x 40MHz
=7.68GB/s

( Trigger Timing Control interface
—
a 24
> patplayer
& \
@ 24 TTC
O <_F[ Slow control J
TIC 24 Avalon
41 MM a
256 bit x 250 T
datapath MHz=8GB/s 5 ot
wrapper 1 © ©
% TTC =g
UL readout % = Ml ) |
ch#1 2 1 n o Avalon
readout control | S 2 g | slaves
' < E = 0to 15
@ protocol” ﬁ g %ﬁ 3 |4 ) > o
5 % - T
T O 7 ®©
=2 >
S 5 // Z
-
) // Avalon -2
20
o<
datapath S ©
wrapper 0 256 bit x 250 >3 )

MHz=8GB/s

22



READOUT CONTROL
Overview

A JOURNEY OF DISCOVERY

* Checks interleaved packets as they are flying-by

* Successful HBF reception: if for each LINKID, START and STOP
packets were received and all packets of links were consecutive

HB #2 from CTP HB #1 from CTP HB #0 from CTP

e
HBF #1

HeartBeat Frame (HBF) #0

P

LINKID=0

LINKID=0

Each HB - LINKID=0 | LINKID=0 LINKID=0

° opensnewHBF HBID=1 - HBID=1 HBID=0 - HBID=0 HBID=0

* Closes previous HBF  gtop=1 | sTOP=0 STOP=1  STOP=0 STOP=0
\ Page=1 Page=0 Page=2 Page=1 Page=0

HBF DELIMITERS / f
~ stop packet start packe)  stop packet / start packet

Successive packets (0-1-2) max 8kB each

* HBF reception status is transmitted upstream to the Trigger system : trigger
message

TWEPP 2019
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READOUT CONTROL
How the HBF are checked
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READOUT CONTROL
How the HBF are checked

HBF reception
status

7 ///////////////////.//.///////////
]EI)ATA fr?ml %Packet scrutinizer DATA to
owcontro // bigFIFO LINKIDO | O

LINKID 1

0
LINKID2 | O
0

LINKID 3

Packet received

TWEPP 2019 27



READOUT CONTROL
How the HBF are checked
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READOUT CONTROL
How the HBF are checked

HBF reception
status

7 ///////////////////.//.///////////
DATA from _ Packet scrutinizer
flowcontrol DATA to
bigFIFO LINKIDO | O
LINKID=0 LINKID=2 'LINKID=0 ™ LINKID1 | O
HBID=0 HBID=0 HBID=0 LINKID2 | O
STOP=1 STOE= STOP=0
\Page 2 Pag \Page d 5 LINKID3 | O

Packet received

TWEPP 2019 30
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READOUT CONTROL
How the HBF are checked

HBF reception

GIIT7 777777777777 7777777777 777777777, status
f?ATA fr?ml /%Packet scrutinizer DATA to

owcontro // / blgF”:O LINKID O 1
/ LINKID=0 LINKID=2 b
HBID=0 HBID=0 LINKID2 | O

' STOP=1 STOP=0

Page=1
ge=1 LINKID3 | O

-

 When all LINKID packets
are received for HBF an
ACK message is produced

* If at timeout not all LINKID
packets are received — Not
ACK message is produced

Packet received

. HBF completed for
L LINKIDO

TWEPP 2019 32



ALICE

A JOURNEY OF DISCOVERY
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Firmware description: PCie

( Trigger Timing Control interface
TTC
Board Support /_\* ( ) LTU
(BSP) s 24
g patplayer
A\
GBT links — * dd
CRU to FEE M 24 > 9 ] TITIC
O <_F[ Slow control J
TIC 24 Avalon N
128 bit x 12 x 40MHz @ 256 bit x 250 MM(l)-} o %
0 .
wrapper 1 & t%
w TTC =3
UL readout % = ) Aval
%adout Controlﬁ 52 5 (8 Iaviz)
) protocol” ZS 0 E i > o
3 = 2 L
T O / o
SE E
5° 7 =/
) // Avalon L
MM(0) {m= 20
datapath § <
128 bit x 12 x 40MHz wrapper 0 256 bit X 250 p= § y
=7.68GB/s MHz=8GB/s
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CONCLUSION

A JOURNEY OF DISCOVERY

* An adaptable and common firmware was developed
to cover the needs of the upgraded detectors

- Development and validation efforts were shared

- Lab software framework is delivered along with the
firmware (python library)

- CRU and its common firmware is already used
extensively and successfully by several detectors

* Continuous readout mode was already validated

* Resources usage of the common firmware (with
GBT dynamic switching)

- For 24 GBT links : 121,297 / 427,200 ALM (28 %)
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