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High-Luminosity LHC

ÅHL-LHC operation:Pile-ǳǇ ƻŦ мпл όōŀǎŜƭƛƴŜύ Ҧ tƛƭŜ-up of 200 (ultimately)

ÅExpected integrated luminosity in CMS:  > σπππὪὦ

Ҧ bŜǿ ƘƛƎƘƭȅ ƎǊŀƴǳƭŀǊ ŀƴŘ ǊŀŘƛŀǘƛƻƴ ƘŀǊŘ ŘŜǘŜŎǘƻǊ ǘŜŎƘƴƻƭƻƎȅ ǊŜǉǳƛǊŜŘ
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Luminosity Instrumentation

ÅPrecision luminosity

ÅA deliverable of the Beam Radiation Instrumentation and Luminosityproject (BRIL)

ÅFor CMS Physics (offline) + LHC and CMS operation (online)

ÅLuminosity is single largest uncertainty in most precision measurements

Ҧ Overall target precision for HL-LHC luminosity measurement: 1%
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Luminosity Instrumentation

ÅPrecision luminosity

ÅA deliverable of the Beam Radiation Instrumentation and Luminosityproject (BRIL)

ÅFor CMS Physics (offline) + LHC and CMS operation (online)

ÅLuminosity is single largest uncertainty in most precision measurements

Ҧ Overall target precision for HL-LHC luminosity measurement: 1%

ÅGeneral requirements

ÅLinear detector response over > 4 orders of magnitude for HL-LHC

ÅStability over the full data taking period + monitoring of inefficiencies 

ÅIƛƎƘ ŀǾŀƛƭŀōƛƭƛǘȅΣ ƛǊǊŜǎǇŜŎǘƛǾŜ ƻŦ ǘƘŜ άƎƭƻōŀƭέ /a{ Řŀǘŀ ǘŀƪƛƴƎ 
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ÅStrategy

ÅFurther exploiting other subsystems 

Ҧ .ŜƴŜŦƛǘƛƴƎ ŦǊƻƳ ƻǘƘŜǊ ǎǳōǎȅǎǘŜƳǎ ŜƴƎƛƴŜŜǊƛƴƎ ŀƴŘ ƻǇŜǊŀǘƛƻƴǎ ŜȄǇŜǊƛŜƴŎŜ

Ҧ Several measurements to beat down systematic detector effects
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Luminosity Detectors
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Outer Tracker 
Layer 3 stub 
counting 

TEPX hit/cluster 
counting

TEPX Disk 4 Ring1 
hit/cluster counting

Hadron Forward 
Calorimeter rings 
31&32

Drift Tubes tracklets via 
backend or scouting

Standalone 
luminometer 
(location tbd)

HL-LHC prospects:



The Inner Tracker Endcap

Advantageous characteristics of the Tracker Endcap Pixel Detector (TEPX) [1]:

ÅGeometry: ~ςά of active area with large fraction of overlapping area

ÅLocation: Higher z-positions allow for good separation between collision and incoming 
background products, low occupancy region

ÅTechnology: Radiation hardness (~10 MGy), high granularity (25 x 100 µm pixels)

ÅDisk 4 Ring 1:Dedicated for luminosity and beam-induced-background only
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Proposed layout of the CMS Phase-II Tracker [2]

TEPX

TEPX Disk 4

Ring 1
(D4R1)



Linearity Simulations
ÅLinearity studies in release CMSSW_10_4_0_pre2 and Inner Tracker geometry v. 6.1.3

ÅPotentially interesting observables: hits, clusters and coincidences

ÅObservation: Excellent linearity of number of cluster over whole pileup range
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HL-LHCRun 2

Luminosity calibration 
range in Run 2



Service Requirements

ÅTEPX as principal luminometer:  High availability of services ςŜǾŜƴ ƻǳǘǎƛŘŜ ƻŦ άƎƭƻōŀƭέ 
CMS data taking

Å Independence of Disk 4 Ring 1:

ÅOperation as luminosity detector only

ÅStandalone, dedicated triggers (~750+75 kHz)

Å Implementation of two different triggers required for rest of TEPX:
Physics triggers (750 kHz) & Lumitrigger (~75 kHz)

ÅTriggers will be a mix of:Random, zero-bias, filling-scheme-based

ÅAdjustable trigger rates to achieve high precision in special runs

ÅNo throttling of luminosity triggers without a hard requirement to do so 
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System Architecture
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ÅBased on Monte Carlo simulations a standalone framework has been developed to 
simulate data rates towards the luminosity back-end system

ÅFramework features:

ÅEncoding:Raw data hits are encoded in RD53B-specific binary trees

ÅSimple stream building: One event per stream per module

ÅNot included: Aurora or advanced stream building

Data Readout
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Data flow and back end system



Pixel Cluster Counting

Pixel cluster counting (PCC) algorithm:

ÅCounting number of clusters per event with specified granularity (e.g. per ring)

ÅMonitoring detector performance (cluster size etc.)

ÅOnline corrections (afterglow, overlaps, dead modules, etc.)

ÅEstablished algorithm for offline luminosity determination in previous runs [3]

ÅPossibilities for online cluster counting:

ÅSoftware-based:~ 5 servers with 32 CPU cores each

ÅCommon programming languages and paradigms

ÅReuse of current clustering algorithm

ÅHigh latency, especially for high workloads

ÅHardware-based:~ 8 ATCA blades with large scale FPGAs

ÅIƛƎƘ ŀƳƻǳƴǘ ƻŦ ǇŀǊŀƭƭŜƭ ŎƻƳǇǳǘƛƴƎ ǇƻǿŜǊ Ҧ ƭƻǿ ƭŀǘŜƴŎȅ

ÅUse of common CMS back end technology

Åά9ȄǇŜƴǎƛǾŜέ ŦƛǊƳǿŀǊŜ ŘŜǾŜƭƻǇƳŜƴǘ ƛƴ ǘŜǊƳǎ ƻŦ ǘƛƳŜ ŀƴŘ ŜȄǇŜǊǘƛǎŜ
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Pixel Cluster Counting

Å Image processing algorithms

ÅEstablished, well studied, high-speed FPGA implementations

ÅE.g. Connected Component Labeling algorithm [6]

Å In total 822 M pixels Ҧ  3.3 Gbit of 4-bit digitized pixel data

Å Inefficient use of memory, because data is zero-suppressed

ÅFeasible when data stored in DRAM

ÅFactor of 100 too big when stored in SRAM (assuming 8 UltraScale+ FPGAs)

ÅMoving window approach

Å Implemented in ATLAS Fast Tracker [5,6]

ÅSaving FPGA resources, multiple parallel instances

ÅNot adapted to new pixel chip and increased data rates

ÅTo be investigated

ÅExploiting the quad core binary tree encoding

ÅHeterogeneous approach using SoCs
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Summary

ÅHL-LHC conditions require new high precision, rad-hard luminosity instrumentation

ÅThe properties and position of the Tracker Endcap Pixel Detector (TEPX) allow for high 
statistics measurement

ÅTEPX Disk 4 Ring 1 will be operated independently from rest of TEPX

ÅThe number of clusters per TEPX ring is linear over a pileup range from 0 to 200

ÅAn extra 10% (75 kHz) of dedicated lumi triggers are allocated for TEPX

ÅThe system architecture is designed to avoid backpressure and to implement 
independent trigger types

ÅA data rate simulation framework has been implemented, estimating the maximum data 
rate for TEPX to ~133 Gbpsat PU 200 and a trigger rate of 75 kHz

ÅOnline pixel cluster counting in FPGA has been proven to be feasible in ATLAS for Run 2 
and has tobe investigated for CMS Run 4
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Backup
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BRIL Schedule
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Non-Linearity
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Relative non-linearity for each disk of the Tracker Endcap Pixel Detector (TEPX). The deviation is calculated as the 
relative difference between the data point and the value of the fit function at the respective pileup value. For each 
disk, the size of the box is determined by taking the minimum and maximum deviations across all rings. For clusters, 
this deviation is smaller than 1% over a pileup range from 0 to 200. 



Statistical Error
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CMS work in progress

Size of statistical error per NB4 and 800 kHz 
zero-bias trigger for Disk 4 Ring 1



ÅBased on Monte Carlo simulations a standalone framework has been developed to 
simulate data rates towards the Lumiback-end system

ÅFeatures:

ÅEncoding:Raw data hits are encoded in RD53B-specific binary trees

ÅSimple stream building: One event per stream per module

ÅNot included: Aurora or advanced stream building

ÅExpected data rates (at PU 200, 75 kHz zero-bias triggers):

Data Rates
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Ring 1 Ring 2 Ring 3 Ring 4 Ring 5

4.335 Gbps 3.486 Gbps 3.213 Gbps 3.086 Gbps 2.524 Gbps

ÅTotal rate per disk: 16.643 Gbps

ÅTotal rate TEPX: 133.145 Gbps

Table 1:Expected mean data rates per ring of TEPX disk



Data Rates
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Simulated mean data rates per module for each ring of all TEPX disks at pileup 200 
and a rate of 75 kHz of zero-bias triggers. The mean rates are shown with their 
standard deviation, accounting only for the RD53B-specific encoding and do not 
include overhead of any link layer protocol. 


