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Luminosity Instrumentation

A Precision luminosity
A A deliverable of th@eam Radiation Instrumentation and Luminositgject (BRIL)
A For CMS Physics (offline) + LHC and CMS operation (online)
A Luminosity is single largest uncertainty in most precision measurements
HOverall target precision for HLHC luminosity measuremeriéo
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Luminosity Instrumentation

A Precision luminosity

A A deliverable of th@eam Radiation Instrumentation and Luminositgject (BRIL)

A For CMS Physics (offline) + LHC and CMS operation (online)

A Luminosity is single largest uncertainty in most precision measurements

HOverall target precision for HIHC luminosity measuremerifso

A General requirements
A Linear detector response over > 4 orders of magnitude fok HIC
A Stability over the full data taking periodmonitoring of inefficiencies
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Luminosity Instrumentation

A Precision luminosity
A A deliverable of th@eam Radiation Instrumentation and Luminositgject (BRIL)
A For CMS Physics (offline) + LHC and CMS operation (online)
A Luminosity is single largest uncertainty in most precision measurements
HOverall target precision for HLHC luminosity measuremeriéo

A General requirements
A Linear detector response over > 4 orders of magnitude fok HC
A Stability over the full data taking periodmonitoring of inefficiencies
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A Strategy
A Further exploiting other subsystems
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HSeveral measurements to beat down systematic detector effects
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Luminosity Detectors

HL-LHC prospects:

Drift Tubes tracklets via
backend or scouting

Outer Tracker
Layer 3 stub
counting

Hadron Forward
Calorimeter rings
31&32

TEPX hit/cluster
counting

TEPX Disk 4 Ringl Standalone

hit/cluster counting luminometer
(location thd)
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The Inner Tracker Endcap

Advantageous characteristics of thfieicker Endcap Pixel Detector (TEPX) [1]:
A Geometry ~¢ & of active area with large fraction of overlapping area

A Location Higher #zpositions allow for good separation between collision and incoming
background products, low occupancy region

A TechnologyRadiation hardness (~MGy), high granularity (25 x 100 pm pixels)
A Disk 4 Ring 1Dedicated for luminosity and beamducedbackground only

TEPX Disk 4
Proposed layout of the CMS Phdis€racker [2] _
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Linearity Simulations

A Linearity studies in releas@MSSW_10 4 0 pradInner Tracker geometry v. 6.1.3
A Potentially interesting observabldsits, clusters and coincidences

A Observation: Excellent linearity of number of cluster over whole pileup range
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Service Requirements

A TEPX as principal luminometétigh availability of servicesS @Sy 2 dzi a8 A RS
CMS data taking

A Independence of Disk 4 Ring 1:
A Operation as luminosity detectamly
A Standalone, dedicated triggers (~750+75 kHz)

A Implementation oftwo different triggers required for rest of TEPX:
Physics triggers (750 kH).umitrigger (~75 kHz)

A Triggers will be a mix dRandom, zerdoias, fillingschemebased
A Adjustable trigger rates to achieve high precision in special runs
A No throttling of luminosity triggers without a hard requirement to do so

A

Exemplary histogram
of a generic algorithm
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System Architecture

. Timing & Control | L1TRG Pixel Modules l
Machine Interface Distribution
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Data Readout
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A Based on Monte Carlo simulations a standalone framework has been developed to

simulate data rates towards the luminosity baskd system

A Framework features:

A EncodingRaw data hits are encoded in RD&g®R:cific binary trees
A Simple stream building®ne event per stream per module
A Not includedAurora or advanced stream building

Data flow and back end system

TEPX module
data

TEPX ATCA Crates

Pixel DTCs
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~133 Gbps total

(PU200, 75 kHz trigger)
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Pixel Cluster Counting

Pixel cluster counting (PCC) algorithm:

A Counting number of clusters per event with specified granularity (e.g. per ring)
A Monitoring detector performancec{uster sizestc.)

A Online corrections (afterglow, overlaps, dead modules, etc.)

A Established algorithm fasffline luminosity determination in previous runs [3]

A Possibilities fobnline cluster counting:

A Softwarebased:~ 5 servers with 32 CPU cores each
<& Common programming languages and paradigms
4Rk Reuse of current clustering algorithm
=& High latency, especially for high workloads

A Hardwarebased:~ 8 ATCA blades with large scale FPGASs
|WIAITK FY22dzyd 2F LI NI EESE O2YLMziAy3T LI2GSN
4% Use of common CMS back end technology
R AOELISYaArdSE FANNYGINB RSGSt2LIYSyid Ay SN
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Pixel Cluster Counting

A Image processing algorithms
A Established, well studied, higipeed FPGA implementations
A E.g. Connected Component Labeling algorithm [6]

A In total 822 M pixel§h 3.3 Gbit of 4bit digitized pixel data
A Inefficient use of memory, because data is zeuppressed
A Feasible when data stored in DRAM
A Factor of 100 too big when stored in SRAM (assumidijr8Scale FPGAS)

A Moving window approach
A Implemented in ATLAS Fast Tracker [5,6]
A Saving FPGA resources, multiple parallel instances
A Not adapted to new pixel chip and increased data rates

A To be investigated
A Exploiting the quad core binary tree encoding
A Heterogeneousipproach using SoCs
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Summary

A HL:LHC conditions require new high precision -read luminosity instrumentation

A The properties and position of the Tracker Endcap Pixel Detector (TEPX) allow for high
statistics measurement

A TEPX Disk 4 Ring 1 will be operated independently from rest of TEPX
A The number of clusters per TEPX ring is linear over a pileup range from 0 to 200
A An extra 10% (75 kHz) of dedicatathitriggers are allocated for TEPX

A The system architecture is designed to avoid backpressure and to implement
independent trigger types

A A data rate simulation framework has been implemented, estimating the maximum data
rate for TEPX to ~133bpsat PU 200 and a trigger rate of 75 kHz

A Online pixel cluster counting in FPGA has been proven to be feasible in ATLAS for Run 2
andhas tobe investigated for CMS Run 4
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Non-Linearity

CMS Phase-2 Simulation Preliminary Vs =14 TeV
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.*E’ 15 i Tracker Endcap Pixel Detector
g L I Disk 1
£ 1i B Disk 2
= — Disk 3
g sF Disk 4
§ Py |l
S o [
8 - i i
_1}
1.5
_2 : | | 1 | | | | | 1 ‘ | | | | | | 1 1 |
0 50 100 150 200
Pileup

Relative noHdinearity for each disk of the Tracker Endcap Pixel Detector (TEPX). The deviation is calculated as the
relative difference between the data point and the value of the fit function at the respective pileup value. For each
disk, the size of the box is determined by taking the minimum and maximum deviations across all rings. For clusters,
this deviation is smaller than 1% over a pileup range from 0 to 200.
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Statistical Error
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Statistical error

Stat error size - Disk 4 Ring 1
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Data Rates

A Based on Monte Carlo simulations a standalone framework has been developed to

simulate data rates towards theumibackend system

A Features:

A EncodingRaw data hits are encoded in RD&&:cific binary trees

A Simple stream building®ne event per stream per module
A Not includedAurora or advanced stream building

A Expected data rates (at PU 200, 75 kHz zero-bias triggers):

CMS

BRIL

Ring 1

Ring 2

Ring 3

Ring 4

Ring 5

4.335Gbps | 3.486Gbps

3.213Gbps

3.086Gbps

2.524Gbps

Table 1:Expected mean data rates per ring of TEPX disk

A Total rate per diskt6.643Gbps
A Total rate TEPXt33.145 Gbps
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Data

Mean Module Data Rate [Gbps]
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Rates

CMS Phase-2 Simulation Preliminary Vs = 14 TeV, PU200
Tracker Endcap Pixel Detector ® DiSk L
0.25 - 75 kHz trigger rate (zero-bias) @ Disk?2
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Simulated mean data rates per module for each ring of all TEPX disks at pileup 200
and a rate of 75 kHz of zehloas triggers. The mean rates are shown with their
standard deviation, accounting only for the RDSpBcific encoding and do not
include overhead of any link layer protocol.
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