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Overview

▶ CMS W-mass analysis from Elisabetta Manca
▶ Python 2.7 script using RDataFrame via PyROOT
▶ Run on titanx.cern.ch machine (Core i7 7820X @ 3.6GHz)
▶ Run with ROOT 6.16 and master branches
▶ ROOT compiled with -march=native -O2 -g
▶ Input files: ~9G (LZMA), ~12G (ZLIB)
▶ VTune 2018, perf (visualization with gprof2dot + flamegraph)
▶ No valgrind (does not work with AVX512)
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VTune Amplifier XE: Summary
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Runtime 6.16.00 master@dc11db1b

ZLIB

LZMA

note: outside of VTune, the runtime is not that different between 6.16.00 and master



VTune Amplifier XE: CPU Utilization
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ROOT 6.16.00, ZLIB compression

ROOT 6.16.00, LZMA compression



VTune Amplifier XE: CPU Utilization
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ROOT master, ZLIB compression

ROOT master, LZMA compression



VTune Amplifier XE: Platform Overview
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ROOT 6.16.00, ZLIB compression



VTune Amplifier XE: Platform Overview
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ROOT master, ZLIB compression
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Perf data visualizations

Data available at https://cern.ch/amadio/wmass
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https://cern.ch/amadio/wmass


Conclusions and Summary

▶ No clear bottleneck, but there is scheduling overhead
▶ zlib vs lzma: 15% faster, at the cost of 30% larger files
▶ Something seems strange from 6.16 to master
▶ Not all VTune analysis types work, had to use a basic one
▶ Next step is to make changes to master and re-measure
▶ Would be nice to have JIT with debugging symbols
▶ Also ran with python2 -m cProfile, but no useful info
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