
• 59,8M of events in February

• “Backfill”: ~15,4M, 

• ALCC: ~44,4 (even with reduced priority)

ATLAS production @ OLCF. February 25, 2019
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• ATLAS Harvester instance for Summit will be deployed quite soon

• Few steps should be passed:

• Managing of ‘workers' through LSF. SAGA API should help with it (LSF 

support was declared)

• Data transfers: it seems, that cross-system scheduling for Summit is not 

in place yet, so DTN can’t be used for setup of Harvester. Login nodes of 
Summit are PowerPC9 machines and it put a restriction for low-level 
libraries (GFAL) which are used by Rucio client

• Will be nice to have LSF client utilities (bsub, bjobs etc.)

• GFAL Compiled for PowerPC

• ‘Distributed’ Harvester - SSH tunnel may be required between Summit 

login and DTN node

ATLAS on Summit


