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Motivation

• Questions
• origin of generation and mechanism of flavor

• baryon asymmetry (in Universe) and CP violation

• Both involve 3 generation → motivated to study heavy quarks
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heavy flavor (b) factories
• Current/Recent

• B factories : KEKB/Belle, PEP-II/Babar
• 1999 - 2010 : 772x106 + 471x106 BB

• e+e- collider at 10.6 GeV (CMS)

• LHCb
• 2008 -  : ~9 fb-1 ~ O(1012) b’s

• pp collider at 7-13 TeV

• Upcoming
• SuperKEKB/Belle II

• 2018 - : target is ~50 ab-1 by 2024, 5x1010 BB

• e+e- collider at 10.6 GeV (CMS)

4

Just started

Running



Achievement*from*Belle/Babar

• Discovery of CP violation in B meson 

• Confirmed Kobayashi-Maskawa mechanism 

• Precise measurement of CKM parameters 

• Study for origin of CP Violation 

• Study rare phenomena for new physics search 

• Obtain hints for new physics
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Discovery*CPV
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Discovery*CPV

sum of exponential and prompt components, and is con-
volved with Rbkgð!tÞ expressed as a double Gaussian
function. In the J=cK0

L mode, there are CP violating
modes among the B ! J=cX backgrounds, which are
included in the background PDF. The !t PDFs for the
remaining B ! J=cX and other combinatorial back-
grounds are estimated from the corresponding large MC
sample and M‘þ‘$ sideband events, respectively. The con-
struction of these PDFs follows the same procedure as in
our previous analyses [7,12].

We determine the following likelihood for the ith event:

Pi ¼ ð1$ folÞ
X

k

fk
Z
½P kð!t0ÞRkð!ti $!t0Þ'dð!t0Þ

þ folPolð!tiÞ; (2)

where the index k labels each signal or background com-
ponent. The fraction fk depends on the r region and is
calculated on an event-by-event basis as a function of !E
and Mbc for the CP-odd modes and p(

B for the CP-even
mode. The term Polð!tÞ is a broad Gaussian function that
represents an outlier component fol, which has a fractional
normalization of order 0.5% [17]. The only free parameters
in the fits are Sf and Af, which are determined by max-
imizing the likelihood function L ¼ Q

iPið!ti;Sf;AfÞ.
This likelihood is maximized for each fCP mode individu-
ally, as well as for all modes combined taking into account
their CP-eigenstate values; the results are shown in
Table II. Figure 2 shows the !t distributions and asymme-
tries for good tag quality (r > 0:5) events. We define the
background-subtracted asymmetry in each !t bin by

ðNþ $ N$Þ=ðNþ þ N$Þ, where NþðN$Þ is the signal yield
with q ¼ þ1ð$1Þ.
Uncertainties originating from the vertex reconstruction

algorithm are a significant part of the systematic error for
both sin2!1 and Af. These uncertainties are reduced by

almost a factor of 2 compared to the previous analysis [7]
by using h for the vertex-reconstruction goodness-of-fit
parameter, as described above. In particular, the effect of
the vertex quality cut is estimated by changing the require-
ment to either h < 25 or h < 100; the systematic error due
to the IP constraint in the vertex reconstruction is estimated
by varying the IP profile size in the plane perpendicular to
the z axis; the effect of the criterion for the selection of
tracks used in the ftag vertex is estimated by changing the

requirement on the distance of the closest approach with
respect to the reconstructed vertex by )100 "m from the
nominal maximum value of 500 "m. Systematic errors
due to imperfect SVD alignment are estimated from MC
samples that have artificial misalignment effects. Small
biases in the !z measurement are observed in eþe$ !
"þ"$ and other control samples: To account for these, a
special correction function is applied and the variation with
respect to the nominal results is included as a systematic
error. We also vary the j!tj range by )30 ps to estimate
the systematic uncertainty due to the j!tj fit range. The
vertex resolution function is another major source of
sin2!1 and Af uncertainty. This effect is estimated by
varying each resolution function parameter obtained from
data (MC) by)1# () 2#) and repeating the fit to add each
variation in quadrature. The uncertainty in the estimated
errors of the parameters of reconstructed charged tracks is
also taken into account. The largest contribution to the

TABLE II. CP violation parameters for each B0 ! fCP mode
and from the simultaneous fit for all modes together. The first
and second errors are statistical and systematic uncertainties,
respectively.

Decay mode sin2!1 * $$fSf Af

J=cK0
S þ0:670) 0:029) 0:013 $0:015) 0:021þ0:045

$0:023

c ð2SÞK0
S þ0:738) 0:079) 0:036 þ0:104) 0:055þ0:047

$0:027

%c1K
0
S þ0:640) 0:117) 0:040 $0:017) 0:083þ0:046

$0:026

J=cK0
L þ0:642) 0:047) 0:021 þ0:019) 0:026þ0:017

$0:041

All modes þ0:667) 0:023) 0:012 þ0:006) 0:016) 0:012

TABLE I. CP eigenvalue ($f), signal yield (Nsig), and purity
for each B0 ! fCP mode.

Decay mode $f Nsig Purity (%)

J=cK0
S $1 12 649) 114 97

c ð2SÞð‘þ‘$ÞK0
S $1 904) 31 92

c ð2SÞðJ=c&þ&$ÞK0
S $1 1067) 33 90

%c1K
0
S $1 940) 33 86

J=cK0
L þ1 10 040) 154 63
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FIG. 2 (color online). The background-subtracted !t distribu-
tion (top) for q ¼ þ1 (red) and q ¼ $1 (blue) events and
asymmetry (bottom) for good tag quality (r > 0:5) events for
all CP-odd modes combined (left) and the CP-even mode
(right).
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sin2�1 = 0.667± 0.023(stat)± 0.012(syst)

Af = 0.006± 0.016(stat)± 0.012(syst)

determine CKM unitarity triangle
�(sin2�1) ⇠ 4%

��2, ��3 ⇠ O(10%)
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Study*rare*phenomena

b ! s`+`� B ! ⌧⌫b ! d�

Asymmetry 
Time dependent CPV 

(2009)

observation (2003)

angular analysis 660MBB (2008)

evidence (2006)

detail analysis can be done thanks to many data 
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FIG. 1: Mbc distributions (histograms) for K(∗)ℓ+ℓ− samples. Solid and dotted curves show the
results of the fits and the background contributions, respectively.
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FIG. 1: Differential branching fractions for the (a) K∗ℓ+ℓ− and (b) Kℓ+ℓ− modes as a function
of q2. The two shaded regions are veto windows to reject J/ψ(ψ′)X events. The solid curves show

the SM theoretical predictions with the minimum and maximum allowed form factors [16]. (c) and
(d) show the fit results for FL and AFB in K∗ℓ+ℓ− as a function of q2, together with the solid

(dotted) curve representing the SM (C7 = −CSM
7 ) prediction [16]. (e) is the AI asymmetry as a

function of q2 for the K∗ℓ+ℓ− (filled circles) and Kℓ+ℓ− (open circles) modes.

with the same final states, B → J/ψK(∗) with J/ψ → ℓ+ℓ−. Other uncertainties such as
kaon and pion identification efficiencies, fitting PDFs, background contamination from J/ψ
decays and charmless B decays, and the number of BB pairs are found to be small. The
total systematic uncertainties in the branching fractions for different decay channels are
6.8%–12.2% and 5.2%–7.4% for the K∗ℓ+ℓ− and Kℓ+ℓ− modes, respectively.

The main uncertainties for angular fits are propagated from the errors on the fixed nor-
malizations and FL, determined from Mbc–MKπ and cos θK∗ fits, respectively. Fitting bias
and fitting PDFs are checked using large B → J/ψK(∗) and MC samples. The total un-
certainties for the FL and AFB fits depend on the q2 bin and range from 0.02–0.06 and
0.03–0.13, respectively. The systematic errors on ACP are assigned using the CP asymme-
try measured in sideband data without R and Rsl selections and are found to be 0.01–0.02.
The systematic error on RK(∗) (AI) is determined by combining the uncertainties from lep-
ton (K/π) identification, R and Rsl selections, fitting PDFs and background contamination.
The uncertainty in AI from the assumption of equal production of B0B̄0 and B+B− pairs
is also considered. The correlated systematic errors among q2 bins are negligible for all the
measurements.

In summary, we report the differential branching fraction, isospin asymmetry, K∗ longi-
tudinal polarization and forward-backward asymmetry as functions of q2, as well as total
branching fractions, lepton flavor ratios, and CP asymmetries for B → K(∗)ℓ+ℓ−. These
results supersede our previous measurements [3] and are consistent with the latest BaBar
results [4, 20] with better precision. The differential branching fraction, lepton flavor ratios,
and K∗ polarization are consistent with the SM predictions. No significant CP asymmetry
is found in the study. The isospin asymmetry does not deviate significantly from the null
value. The AFB(q2) spectrum for B → K∗ℓ+ℓ− decays tends to be shifted toward the pos-
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event ~ O(100)

4

B0 → K∗0γ, K∗0 → K0
Sπ0, K0

S → π+π− has a small
contribution to B0 → ωγ due to the tail of the K∗ Breit-
Wigner lineshape. In addition, B → K∗γ and other B →
Xsγ decays contribute to the background when the ρ and
ω candidates are formed from random combinations of
particles.

Hadronic decays with a π0/η can mimic the signal if a
photon from the π0 or η → γγ decay is soft and passes
the π0/η veto. To suppress this background, we reject
the candidate if | cos θhel| > 0.75, 0.70 and 0.80 for the
ρ−γ, ρ0γ and ωγ modes, respectively, where the helicity
angle θhel is the angle between the π− track (normal to
the ω decay plane) and the B momentum vector in the
ρ (ω) rest frame (similarly for the K∗γ modes). Other
hadronic decays make smaller contributions.

The reconstruction efficiency for each mode is defined
as the fraction of the signal remaining after all selec-
tion criteria are applied, where the signal yield is de-
termined from a fit to the sum of the signal and con-
tinuum MC samples using the procedure described be-
low. The total efficiencies are listed in Table I. The
systematic error on the efficiency is the quadratic sum
of the following contributions, estimated using control
samples: the uncertainty in the photon detection effi-
ciency (2.2%) as measured in radiative Bhabha events;
charged tracking efficiency (1.0% per track) from par-
tially reconstructed D∗+ → D0π+, D0 → K0

Sπ+π−,
K0

S → π+(π−); charged pion and kaon identification
(0.7–1.7% per track) and misidentification (15–17%) from
D∗+ → D0π+, D0 → K−π+; neutral pion detection
(4.6%) from η decays to γγ, π+π−π0 and 3π0; R-r and
π0/η veto requirements (2.8–5.5%) from B− → D0π−,
D0 → K−π+ and B0 → D+π−, D+ → K−π+π+; the
ω → π+π−π0 branching fraction (0.8%); and uncertainty
due to MC statistics (0.5–0.7%).

We perform an unbinned extended maximum likeli-
hood fit to candidates satisfying |∆E| < 0.5 GeV and
Mbc > 5.2 GeV/c2, individually and simultaneously for
the three signal modes. In the latter case we assume
isospin symmetry, and we also simultaneously fit the two
B → K∗γ modes. We describe the events in the fit re-
gion using a sum of functions for the signal, continuum,
K∗γ (for the three signal modes only), and other back-
ground hypotheses. The signal distribution is modeled
as the product of a Crystal Ball lineshape [12] in ∆E
to reproduce the asymmetric ECL energy response, and
a Gaussian (another Crystal Ball lineshape) in Mbc for
the mode without (with) a π0 in the final state. The
signal parameters for Mbc and ∆E are determined from
separate fits to the B− → K∗−γ and B0 → K∗0γ sam-
ples for the modes with and without a neutral pion, re-
spectively. The branching fraction is the only param-
eter that is allowed to float for the signal component.
The continuum background component is modeled as
the product of a linear function in ∆E and an AR-
GUS function [13] in Mbc. The continuum shape pa-

rameters and normalizations are mode dependent and
allowed to float. We use the distributions of MC events
to model the shapes of other background components.
The size of the K∗γ background component in each sig-
nal mode is constrained using the fit to the K∗γ events
and the known misidentification probability. Other ra-
diative and charmless decays are considered as an addi-
tional background component when we extract the signal
yield. The levels of the other backgrounds are fixed using
known branching fractions or upper limits [14]. We con-
strain branching fractions in the simultaneous fit using
the isospin relations [4, 15] B(B → (ρ, ω)γ) ≡ B(B− →
ρ−γ) = 2

τB+

τB0
B(B0 → ρ0γ) = 2

τB+

τB0
B(B0 → ωγ) and

B(B → K∗γ) ≡ B(B− → K∗−γ) =
τB+

τB0
B(B0 → K∗0γ),

where
τB+

τB0
= 1.076 ± 0.008 [14].
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FIG. 2: Projections of the fit results to Mbc (in the re-
gion −0.10 GeV < ∆E < 0.08 GeV) and ∆E (in the region
5.273 GeV/c2 < Mbc < 5.285 GeV/c2) for the individual and
simultaneous fits. Curves show the signal (dashed), contin-
uum (dotted), B → K∗γ (dot-dashed), other B decay back-
ground (dot-dot-dashed) components, and the total fit result
(solid).

The results of the fits are shown in Fig. 2 and listed in
Table I. The simultaneous fit gives

B(B → (ρ, ω)γ) = (1.32 +0.34
−0.31

+0.10
−0.09) × 10−6, (1)

where the first and second errors are statistical and sys-
tematic, respectively. The result is consistent with previ-
ous results [2, 3] and in agreement with SM predictions [4,

observation (2006)

7 DISCUSSION AND CONCLUSIONS
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Figure 44: Correlation between R(ργ/K∗γ) and ∆(ργ) (isospin asymmetry) (left) or
ACP (direct CP asymmetry) (right) in the Standard Model and the MFV and EMFV
models [30]. Dots are from the results of this analysis.
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FIG. 3: (Left) ∆t distributions for B0 → ρ0γ for q = +1 (light solid) and q = −1 (dark dashed)
with 0.5 < r ≤ 1.0. The thin curve is the fit projection while the thick curve shows the signal

component. Points with error bars are data. (Right) Raw asymmetry in each ∆t bin with 0.5 <
r ≤ 1.0. The solid curve shows the result of the UML fit.

convolved with the proper-time interval resolution function Rρ0γ, which takes into account
the finite vertex resolution. The parameterization of Rρ0γ is the same as the one used in the
B0 → φK0 [18] analysis. The same functional forms for the PDF and resolution are used for
the K∗0γ and other BB̄ components, but with separate lifetime and CP -violating param-
eters. We assume no CP asymmetry in K∗0γ and other BB̄ background events; possible
deviations from this assumption are taken into account in the systematic error. The lifetime
of B0 → K∗0γ is the same as B0 → ρ0γ. The effective lifetime of BB̄ background is obtained
from a fit to the MC sample; the result is 1.26 ± 0.06 ps. The PDF for qq̄ background events,
Pqq̄, is modeled as a sum of exponential and delta function components, and is convolved
with a double Gaussian which represents the resolution function Rqq̄. All parameters in
Pqq̄ and Rqq̄ are determined by a fit to the ∆t distribution in the ∆E-Mbc sideband region
(∆E > 0.2 or 25(Mbc − 5.26) < (∆E − 0.2) with ∆E in GeV and Mbc in GeV/c2). Pol is a
Gaussian function that represents a small outlier component with fraction fol [19].

The only free parameters in the CP fit to B0 → ρ0γ are Sρ0γ and Aρ0γ, which are
determined by maximizing the likelihood function L =

∏

i Pi(∆ti;S,A), where the product
is over all events. We obtain

Sρ0γ = −0.83 ± 0.65(stat) ± 0.18(syst), and (3)

Aρ0γ = −0.44 ± 0.49(stat) ± 0.14(syst), (4)

where the systematic errors are obtained as discussed below.
We define the raw asymmetry in each ∆t bin by (Nq=+1−Nq=−1)/(Nq=+1+Nq=−1), where

Nq=+1 (−1) is the number of observed candidates with q = +1 (−1). Figure 3 shows the ∆t
distributions and the raw asymmetry for events with 0.5 < r ≤ 1.0.

We perform various validity checks of our fitting procedure. A lifetime fit for the
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FIG. 3: EECL distributions in the data after all selection cri-
teria except the one on EECL. The data and background MC
samples are represented by the points and the solid histogram,
respectively. The solid curve shows the result of the fit with
the sum of the signal (dashed) and background (dotted) con-
tributions.

other than EECL, such as Mbc and pmiss, are consistent
with the sum of the signal and background distributions
expected from MC. The excess remains after applying a
K0

L veto requirement.

We obtain the final results by fitting the obtained
EECL distributions to the sum of the expected signal
and background shapes. Probability density functions
(PDFs) for the signal fs(EECL) and for the background
fb(EECL) are constructed for each τ decay mode from
the MC simulation. The signal PDF is modeled as the
sum of a Gaussian function, centered at EECL = 0, and
an exponential function. The background PDF, as deter-
mined from the MC simulation, is parameterized by the
sum of a Gaussian function and a second-order polyno-
mial function. The Gaussian function in the background
PDF addresses deviations from the second-order param-
eterization, which may arise from a peaking component
in the lower EECL. The PDFs are combined into an ex-
tended likelihood function,

L =
e−(ns+nb)

N !

N
∏

i=1

(nsfs(Ei) + nbfb(Ei)), (2)

where Ei is the EECL in the ith event, N is the total
number of events in the data, and ns and nb are the signal
yield and background yield to be determined by the fit
to the whole EECL region (0 < EECL < 1.2). The results
are listed in Table I. Table I also gives the number of

background events in the signal region deduced from the
fit (Nb), which is consistent with the expectation from
the background MC simulation (NMC

sig ).

The branching fractions are calculated as B = Ns/(2 ·
ε · NB+B−) where NB+B− is the number of Υ(4S) →
B+B− events, assuming NB+B− = N

B0B
0 . The effi-

ciency is defined as ε = εtag × εsel, where εtag is the
tag reconstruction efficiency for events with B− → τ−ν̄τ

decays on the signal side, determined by MC to be
0.136 ± 0.001(stat)%, and εsel is the event selection effi-
ciency listed in Table I, as determined by the ratio of the
number of events surviving all the selection criteria in-
cluding the τ decay branching fractions to the number of
fully reconstructed B±. The branching fraction for each
τ decay mode is consistent within errors. To obtain the
combined result for all τ decay modes, we multiply the
likelihood functions to produce the combined likelihood
(Lcom =

∏5
j=1 Lj), and constrain the five signal compo-

nents by a single branching fraction. The combined fit
gives 17.2+5.3

−4.7 signal events in the signal region (Ns) and
24.1+7.6

−6.6 in the entire region (ns). The branching fraction

is found to be (1.79+0.56
−0.49) × 10−4.

Systematic errors for the measured branching frac-
tion are associated with the uncertainties in the number
of B+B−, signal yields and efficiencies. The systematic
error due to the uncertainty in NB+B− is 1%. The un-
certainty in the signal yields arises from uncertainties in
the signal and background shape, and is determined to
be +23

−26%. Here the uncertainty due to the signal shape
uncertainty is determined by varying the signal PDF pa-
rameters by the amount of difference of each parameter
between data and MC for the control sample of double
tagged events. To determine the background shape un-
certainty, we vary the Gaussian constant of the back-
ground PDF by the branching fraction errors from PDG
for the dominant peaking background sources (such as
B → D(∗)0ℓν, D0 → π(K)ℓν, etc.). We then add in
quadrature the variations for the signal and background
shapes. We take a 10.5% error as the systematic error as-
sociated with the tag reconstruction efficiency from the
difference of yields between data and MC for the con-
trol sample. This value includes the error in the branch-
ing fraction B(B− → D∗0ℓ−ν̄), which we estimate from
B(B0 → D∗−ℓ+ν) in [2] and isospin symmetry. The sys-
tematic error in the signal efficiencies depends on the τ
decay mode, and arises from the uncertainty in tracking
efficiency (1−3%), π0 reconstruction efficiency (3%), par-
ticle identification efficiency (2−6%), branching fractions
of τ decays (0.3 − 1.1%), and MC statistics (0.6 − 2%).
These efficiency errors sum up to 5.6% for the combined
result after taking into account the correlations between
the five τ decay modes [13]. The total fractional system-
atic uncertainty of the combined measurement is +26

−28%,
and the branching fraction is

B(B− → τ−ν̄τ ) = (1.79+0.56
−0.49(stat)+0.46

−0.51(syst)) × 10−4.

The significance is 3.5σ when all τ decay modes are

6

(a) (a)

(b) (b)

(c) (c)

(d) (d)

(e) (e)

FIG. 2. Distributions for (a) ⌧+ ! µ+⌫̄⌧⌫µ, (b) ⌧
+ ! e+⌫̄⌧⌫e,

(c) ⌧+ ! ⇡+⌫̄⌧ , (d) ⌧+ ! ⇢+⌫̄⌧ , and (e) the sum of them.
The left and right columns show the distributions of EECL

and p⇤sig projected in the region EECL < 0.2 GeV, respec-
tively. The markers show the data distribution, the solid line
the total fitted distribution, and the dashed line the signal
component. The orange (red) filled distribution represents
the BB̄ (continuum) background.

tematic uncertainty. For the systematic uncertainty re-
lated to the best-candidate selection, we repeat the fit
without applying this selection. The result is divided
by the average multiplicity of 1.07 and compared to the
nominal fit result. The uncertainties on the e�ciency
of the reconstruction of charged tracks and neutral pi-
ons and on the e�ciency of the particle identification
have been estimated using high-statistics control sam-
ples. The charged-track veto is tested using the D

0
⇡

+

TABLE III. List of systematic uncertainties.

Source Relative Uncertainty (%)

Continuum description 14.1
Signal reconstruction e�ciency 0.6
Background branching fractions 3.1
E�ciency calibration 12.6
⌧ decay branching fractions 0.2
Histogram PDF shapes 8.5
Best candidate selection 0.4
Charged track reconstruction 0.4
⇡0 reconstruction 1.1
Particle identification 0.5
Charged track veto 1.9
Number of BB̄ pairs 1.4
Total 21.2

double-tagged sample by comparing the number of addi-
tional charged tracks in MC and data events. We find
that it agrees well and so take the relative statistical un-
certainty on the control sample as the systematic un-
certainty. We also test an alternative description of the
continuum background in EECL by using a polynomial of
second order but the deviation is well covered by the re-
lated systematic uncertainty so we do not include it sep-
arately. The quadratic sum of all contributions is 21.2%.
We find evidence for B+ ! ⌧

+
⌫⌧ decays with a signifi-

cance of 3.8�, by convolving the likelihood profile with a
Gaussian whose width is equal to the systematic uncer-
tainty. The significance is given by

p
2 ln(L/L0), where

L(L0) is the value of the likelihood function when the
signal yield is allowed to vary (set to 0).
In summary, we report the measurement of the branch-

ing fraction of B

+ ! ⌧

+
⌫⌧ decays using a sample of

772⇥ 106 BB̄ pairs, which we analyze with the semilep-
tonic tagging method. Our result is

B(B+ ! ⌧

+
⌫⌧ ) = [1.25±0.28(stat.)±0.27(syst.)]⇥10�4

with a significance of 3.8 �. This result is consistent
with our previous measurement based on the semilep-
tonic tagging method of B(B+ ! ⌧

+
⌫⌧ ) = [1.54 ±

0.38(stat.)± 0.37(syst.)]⇥ 10�4 [9] and supersedes it. A
combination with the recent Belle measurement based on
the hadronic tagging method [10] of [0.72+0.27

�0.25(stat.) ±
0.11(syst.)] ⇥ 10�4, taking into account all correlated
systematic uncertainties, gives a branching fraction of
B(B+ ! ⌧

+
⌫⌧ ) = [0.91±0.19(stat.)±0.11(syst.)]⇥10�4

with a combined significance of 4.6 �. This value is con-
sistent with the SM expectation based on a fit using in-
dependent experimental input [4].

We thank the KEKB group for the excellent operation
of the accelerator; the KEK cryogenics group for the ef-
ficient operation of the solenoid; and the KEK computer
group, the National Institute of Informatics, and the
PNNL/EMSL computing group for valuable computing
and SINET4 network support. We acknowledge support
from the Ministry of Education, Culture, Sports, Science,

Full data analysis (2014)

⇠ 100 fb�1 ⇠ 400 fb�1 ⇠ 1 ab�1

Branching fraction measurement
8



hints ? for new physics
• Contribution of new physics may 

appear as deviation from SM 
prediction 

9

SM
 p

re
di

ct
io

n

center value is away from SM prediction, 
but error is large.

→ consistent with SM within error

center value is closer to SM prediction, 
but error is smaller.
→ ~4 sigma deviation
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R(K ⇤): (Preliminary) Result

q

2 in GeV2/c4 All modes B

0 modes B

+ modes

[0.045, 1.1] 0.52+0.36
�0.26 ± 0.05 0.46+0.55

�0.27 ± 0.07 0.62+0.60
�0.36 ± 0.10

[1.1, 6] 0.96+0.45
�0.29 ± 0.11 1.06+0.63

�0.38 ± 0.13 0.72+0.99
�0.44 ± 0.18

[0.1, 8] 0.90+0.27
�0.21 ± 0.10 0.86+0.33

�0.24 ± 0.08 0.96+0.56
�0.35 ± 0.14

[15, 19] 1.18+0.52
�0.32 ± 0.10 1.12+0.61

�0.36 ± 0.10 1.40+1.99
�0.68 ± 0.11

[0.045, ] 0.94+0.17
�0.14 ± 0.08 1.12+0.27

�0.21 ± 0.09 0.70+0.24
�0.19 ± 0.07

All measured values are in
accordance with the SM and
other recent measurements.

First measurement of R(K⇤+).

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 22/23

RK⇤ (Belle)
<latexit sha1_base64="osfgweYu3LaL6xyIzs46MPpOptY=">AAACEXicdVBJTgJBFK12RJxaWbqpCCbognRjnHYENyZu0MiQAJLq4gMVqodUVZt0OpzCA7jVI7gzbj2BJ/AaFtAmSPQlP3l5789OwJlUlvVpLCwuLa+sptbS6xubW9vmzm5N+qGgUKU+90XDIRI486CqmOLQCAQQ1+FQd4aXY7/+AEIy37tTUQBtl/Q91mOUKC11zEzuthNf38dHo1EO58vAORx2zKxVsCbAM+TEsi9ObWwnShYlqHTMr1bXp6ELnqKcSNm0rUC1YyIUoxxG6VYoISB0SPrQ1NQjLsh2PFl+hA+00sU9X+jwFJ6osxUxcaWMXEdnukQN5Lw3Fv/06EAvAGJuvOqdt2PmBaECj06n90KOlY/H78FdJoAqHmlCqGD6ADzuQ6juJNP6Mz/n4/9JrViwjwvWTTFbKic/SqE9tI/yyEZnqISuUAVVEUURekLP6MV4NF6NN+N9mrpgJDUZ9AvGxzcyDZxu</latexit>

RK⇤ (all)
<latexit sha1_base64="6JSVNCkDfkLdyAIwliK2JfHIWgg=">AAACD3icdVBJTsMwFHXKVMqUwpKNRYtUWFRJWcCygg0Sm4LoILUhclynteo4ke2AqiiH4ABs4QjsEFuOwAm4Bk5bJCjwJctP7/3xeRGjUlnWu5FbWFxaXsmvFtbWNza3zOJ2S4axwKSJQxaKjockYZSTpqKKkU4kCAo8Rtre6CzT27dESBryazWOiBOgAac+xUhpyjWL5Ss3ubhJDtO0DCuIsQPXLFnVmpUF/A3s6uS3SmAWDdf86PVDHAeEK8yQlF3bipSTIKEoZiQt9GJJIoRHaEC6GnIUEOkkk9VTuK+ZPvRDoR9XcMJ+r0hQIOU48HRmgNRQzmsZ+aeGh3oBIubGK//ESSiPYkU4nk73YwZVCDNzYJ8KghUba4CwoPoAmPVBWHeSBe3M1/nwf9CqVe2jqnVZK9VPZx7lwS7YAxVgg2NQB+egAZoAgzvwAB7Bk3FvPBsvxus0NWfManbAjzDePgGzqpuf</latexit>

Anomaly is reported by LHCb 
Belle result is consistent with SM

Lepton universality test
~3 sigma deviation



Discovery*CPV

sum of exponential and prompt components, and is con-
volved with Rbkgð!tÞ expressed as a double Gaussian
function. In the J=cK0

L mode, there are CP violating
modes among the B ! J=cX backgrounds, which are
included in the background PDF. The !t PDFs for the
remaining B ! J=cX and other combinatorial back-
grounds are estimated from the corresponding large MC
sample and M‘þ‘$ sideband events, respectively. The con-
struction of these PDFs follows the same procedure as in
our previous analyses [7,12].

We determine the following likelihood for the ith event:

Pi ¼ ð1$ folÞ
X

k

fk
Z
½P kð!t0ÞRkð!ti $!t0Þ'dð!t0Þ

þ folPolð!tiÞ; (2)

where the index k labels each signal or background com-
ponent. The fraction fk depends on the r region and is
calculated on an event-by-event basis as a function of !E
and Mbc for the CP-odd modes and p(

B for the CP-even
mode. The term Polð!tÞ is a broad Gaussian function that
represents an outlier component fol, which has a fractional
normalization of order 0.5% [17]. The only free parameters
in the fits are Sf and Af, which are determined by max-
imizing the likelihood function L ¼ Q

iPið!ti;Sf;AfÞ.
This likelihood is maximized for each fCP mode individu-
ally, as well as for all modes combined taking into account
their CP-eigenstate values; the results are shown in
Table II. Figure 2 shows the !t distributions and asymme-
tries for good tag quality (r > 0:5) events. We define the
background-subtracted asymmetry in each !t bin by

ðNþ $ N$Þ=ðNþ þ N$Þ, where NþðN$Þ is the signal yield
with q ¼ þ1ð$1Þ.
Uncertainties originating from the vertex reconstruction

algorithm are a significant part of the systematic error for
both sin2!1 and Af. These uncertainties are reduced by

almost a factor of 2 compared to the previous analysis [7]
by using h for the vertex-reconstruction goodness-of-fit
parameter, as described above. In particular, the effect of
the vertex quality cut is estimated by changing the require-
ment to either h < 25 or h < 100; the systematic error due
to the IP constraint in the vertex reconstruction is estimated
by varying the IP profile size in the plane perpendicular to
the z axis; the effect of the criterion for the selection of
tracks used in the ftag vertex is estimated by changing the

requirement on the distance of the closest approach with
respect to the reconstructed vertex by )100 "m from the
nominal maximum value of 500 "m. Systematic errors
due to imperfect SVD alignment are estimated from MC
samples that have artificial misalignment effects. Small
biases in the !z measurement are observed in eþe$ !
"þ"$ and other control samples: To account for these, a
special correction function is applied and the variation with
respect to the nominal results is included as a systematic
error. We also vary the j!tj range by )30 ps to estimate
the systematic uncertainty due to the j!tj fit range. The
vertex resolution function is another major source of
sin2!1 and Af uncertainty. This effect is estimated by
varying each resolution function parameter obtained from
data (MC) by)1# () 2#) and repeating the fit to add each
variation in quadrature. The uncertainty in the estimated
errors of the parameters of reconstructed charged tracks is
also taken into account. The largest contribution to the

TABLE II. CP violation parameters for each B0 ! fCP mode
and from the simultaneous fit for all modes together. The first
and second errors are statistical and systematic uncertainties,
respectively.

Decay mode sin2!1 * $$fSf Af

J=cK0
S þ0:670) 0:029) 0:013 $0:015) 0:021þ0:045

$0:023

c ð2SÞK0
S þ0:738) 0:079) 0:036 þ0:104) 0:055þ0:047

$0:027

%c1K
0
S þ0:640) 0:117) 0:040 $0:017) 0:083þ0:046

$0:026

J=cK0
L þ0:642) 0:047) 0:021 þ0:019) 0:026þ0:017

$0:041

All modes þ0:667) 0:023) 0:012 þ0:006) 0:016) 0:012

TABLE I. CP eigenvalue ($f), signal yield (Nsig), and purity
for each B0 ! fCP mode.

Decay mode $f Nsig Purity (%)

J=cK0
S $1 12 649) 114 97

c ð2SÞð‘þ‘$ÞK0
S $1 904) 31 92

c ð2SÞðJ=c&þ&$ÞK0
S $1 1067) 33 90

%c1K
0
S $1 940) 33 86

J=cK0
L þ1 10 040) 154 63
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FIG. 2 (color online). The background-subtracted !t distribu-
tion (top) for q ¼ þ1 (red) and q ¼ $1 (blue) events and
asymmetry (bottom) for good tag quality (r > 0:5) events for
all CP-odd modes combined (left) and the CP-even mode
(right).

PRL 108, 171802 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

27 APRIL 2012

171802-5

sin2�1 = 0.667± 0.023(stat)± 0.012(syst)

Af = 0.006± 0.016(stat)± 0.012(syst)

determine CKM unitarity triangle
�(sin2�1) ⇠ 4%

��2, ��3 ⇠ O(10%)

10

Full data : 772M BB
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Motivation*for*the*higher*luminosity*
B*factory

Precise measurement of CKM

Study rare phenomena  for new physics search

new flavor coupling

interaction  between charged Higgs  
and quark-lepton

Right handed current

mass origin

Chirality

origin of flavor

beyond Standard Model

new CP V phase matter-antimatter asymmetry

B ! D(⇤)⌧⌫, ⌧⌫

⌧ ! µ�, ```
11

sin2�1 from

time dependent CPV

CPV in charm

TCPV in B ! Xs�

LeptonFlavorViolation

Higher luminosity B factory provide rich physics programs to approach big questions.  
There are many modes as good probe to search new physics.  
B factory is also charm and tau factories. 



what*is*the*main*mode*in*Belle@II*?

• Belle (1999 - 2010) 
• CP violation in B meson system  

• Belle -II 
• ??

12
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“The results are consistent with SM  
within errors”

statistical error is dominant in almost all modes

a fixed phrase …



what*is*the*main*mode*in*Belle@II*?

• Belle (1999 - 2010) 
• CP violation in B meson system  

• Belle -II 
• to finalize the results with larger statistical data

13
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sin2�1 from time dependent CPV

B ! D(⇤)⌧⌫, ⌧⌫

TCPV in B ! Xs�

⌧ ! µ�, 3`

where new physics contributeB ! K(⇤)⌫⌫̄

coupling, phase..



SuperKEKB/Belle-II

14

Target : L = 8x1035/cm2/s (KEKB x40) 
Lint = 50/ab (Belle x50)

Electromagnetic calorimeter
CsI(Tl) waveform sampling(barrel)

Tracking detector
wire chamber/Helium based gas

small cell, longer lever arm,
fast readout electronics

Vertex detector
2DEPFET(pixel)+4DSSD(Silicon) lyrs

Hadron calorimeter(KL/μ)
Resistive Plane Counter(barrel)
Scintillator+MPPC(end-caps)

Particle ID detector
Time-Of-Propagation counter(barrel)

Aerogel RICH (Fwd. end-cap)

Belle II TDR, arXiv:1011.0352 

Higher backgrounds 
Higher event rate 
Better performance



Belle II collaboration
• grown a lot in the last years

• ~1000 members in 26 countries,  >100 institutes 

15

51 collaborators from Korea
KEK, Tsukuba, Japan



16

different systematics

Two experiments are required to establish NP

Belle

electron -positron collider proton -ptoron collider (7-14 TeV)
b quarks produced by gluon fusione�e+ ! ⌥(4S) ! BB̄

All b-hadron varieties produced
Bd, Bs, Bc,⇤bBdB̄d

Exclusive production

�bb ⇠ 1nb ; ⇠ 1⇥ 106 bb̄ pairs/fb�1 �bb ⇠ O(100)µb ; ⇠ 1⇥ 1011 bb̄ pairs/fb�1

low multiplicity and clean environment high multiplicity and not clean environment

Advantage in charged particles modes and 
Bs decays

Advantage in modes including �,⇡0, ⌫ (missing)

Longitudinally boosted bb pairsHermetic 4π detector

B mesons almost at rest in lab frame
asymmetric beam energies boost for decay vertex
separation

Highly boosted topology gives excellent decay
vertex separation. 



• sin2Φ1 
• b → s transition 

• New physics can contribute to loop 
• promising way to probe additional CPV phase from New Physics 

• b → c transition 
• tree diagram is dominant 
•  can be measured precisely as SM reference

sin2�e↵
1 ⇠ sin2�1 @SM sin2�e↵

1 6= sin2�1

B ! �K0
S

B ! ⌘0K0
S

B ! K0
SK

0
SK

0
S

Gold - plated modes

decay amplitude is dominated by

the short distance penguin transition b ! ss̄s

17

J/ 

K0

�, ⌘0

K0
+

b̄ s̄c̄
c

d

s

d
s̄ s̄

b̄

d d

s̄
s
s̄

b̄

d d

b ! cc̄s tree b ! sq̄q penguin
sin(2βeff) ≡ sin(2φe

1
ff)

b→ccs

φ K0

η′ K0

KS KS KS

π0 K0

ρ0 KS

ω KS

f0 KS

f2 KS

fX KS

π0 π0 KS

φ π0 KS
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HFLAVHFLAV
Summer 2018
PRELIMINARY

More statistics is crucial for 
mode-by-mode studies 

sin2φ1 at Belle2 50/ab
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soon the measurement will be systematics limited; need to control them

the two values would be unambiguously 
distinguishable, signifying the existence of  

New Physics
t (ps)∆
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Belle II -1 L = 50 ab∫

  (S = 0.70)
S

 KψJ/
     (S = 0.55)

S
' Kη

Fig. 96: Time-dependent CP asymmetries for the final states J/ K0
S

(red dots) and

⌘0K0
S

(blue triangles), using SJ/ K0

S
= 0.70 and S⌘0K0

S
= 0.55 as inputs to the Monte Carlo.

With the full integrated luminosity of 50 ab�1 the two values would be unambiguously

distinguishable, signifying the existence of New Physics.

For b ! cc̄s transitions, CKM unitarity permits the decay amplitudes to be written as 33

Af = �s
c Tf + �s

u Pf , �q
i ⌘ V ⇤

ibViq . (302)

While Pf and Tf correspond at leading order to penguin and tree b ! cc̄s contributions,

respectively (see also Fig. 97), for the sub-percent precision measurements of Sf anticipated

by Belle II subleading corrections become important, and such a diagrammatic interpretation

of these contributions is no longer possible.

Since �s
u is doubly CKM-suppressed compared to �s

c one has Āf/Af ' ⌘f�s
c
⇤/�s

c, and

therefore

Sf ' �⌘f sin(�d) + O
�

�s
u/�s

c

�

, (303)

while the direct CP asymmetry Af ' 0. The time-dependent CP asymmetry in b ! ccs

decays thus allows a theoretically clean extraction of �1, up to doubly CKM-suppressed

corrections. The control of the latter constitutes the main challenge with available and

future precision data.

Despite this challenge, as we will show below, the determination of the B mixing phase

�1 via b ! cc̄s transitions remains an excellent way to search for NP that gives additional

contributions to meson mixing. The SM uncertainties need to be brought under control at

the present level of experimental precision, and even more so with the precision aimed at

with Belle II.

33 Reparametrisation invariance permits the decay amplitude to always be expressed in terms of
�s

u,c

and matrix elements, A
u,c

, i.e. as A
f

= �s

c

A
u

+ �s

u

A
c

, even in the presence of an additional NP
contribution with an arbitrary weak phase [632–634]. However, in this case the interpretation of A

u,c

as matrix elements of SM currents does not hold anymore, and symmetry relations are potentially
a↵ected.

266/690

sin2�1

0.67± 0.023 ± 0.012
x.xx± 0.0027± 0.0044

Asymmetry
0.006± 0.016 ± 0.012
x.xx± 0.0033± 0.0037

Belle
Belle II (50/ab)

B0 ! (cc̄)K0 as SM reference 10 Time Dependent CP Asymmetries of B mesons and the Determination of �1, �2

Table 97: Expected uncertainties on the S and A parameters for the channels sensitive to

sin 2�1 discussed in this chapter for an integrated luminosity of 5 and 50 ab�1. The present

(2017) World Average [218] errors are also reported.

WA (2017) 5 ab�1 50 ab�1

Channel �(S) �(A) �(S) �(A) �(S) �(A)

J/ K0 0.022 0.021 0.012 0.011 0.0052 0.0090

�K0 0.12 0.14 0.048 0.035 0.020 0.011

⌘0K0 0.06 0.04 0.032 0.020 0.015 0.008

!K0
S 0.21 0.14 0.08 0.06 0.024 0.020

K0
S⇡

0� 0.20 0.12 0.10 0.07 0.031 0.021

K0
S⇡

0 0.17 0.10 0.09 0.06 0.028 0.018

ab�1, for which we can safely assume that all the channels will still be dominated by the sta-

tistical uncertainties and the assumptions on which the current studies are based are valid.

In the 5th and the last columns of Table 97 we also report the present HFLAV WA errors

on each of the observables. For most of the penguin dominated modes Belle II is projected

to reduce the WA errors by a factor of 2 to 3 already with 5 ab�1.

We projected the uncertainty on the determination of �2 considering the isospin analyses

of B ! ⇡⇡ and B ! ⇢⇢. The B ! ⇢⇡ system, which is usually considered together with

B ! ⇡⇡ and B ! ⇢⇢, was not taken into account due to the di�culty of realistically

simulating the full Dalitz plot analysis of B0 ! ⇡+⇡�⇡0 in MC. The expected uncertainties

on �2 extracted via isospin analysis of B ! ⇡⇡ and B ! ⇢⇢ and via combined isospin

analysis of these two decay systems are summarized in Table 98. The projections of the

experimental errors and the central values of previous measurements that enter the isospin

analysis of B ! ⇡⇡ and B ! ⇢⇢ are presented in Tables 91 and 92, respectively. Additionally,

we performed a feasibility study for the novel time-dependent CP analysis of the decay

B ! ⇡0⇡0. The uncertainty on the measurement of the time-dependent asymmetry S⇡0⇡0 is

estimated to be �S⇡0⇡0 = ±0.28 ± 0.03. Consequently, the current 8-fold ambiguity in the

determination of �2 performing the isospin analysis of B ! ⇡⇡ will be reduced by factor 4

(see Fig. 114). It is also possible, that the values of �2 extracted from the isospin analysis

including S⇡0⇡0 have a tension to the values expected within the SM (see Fig. 115). The

sensitivity study of B ! ⇡0⇡0 and the projections of previous measurements were performed

for a total Belle II integrated luminosity of 50 ab�1. So far, we did not consider isospin

breaking e↵ects on the projection of the sensitivity to �2. Possible ways to extract the size

of the bias in �2 due to isospin breaking e↵ects were discussed in Sec. 10.4. At present,

isospin breaking e↵ects can be only partially included. In principle, there are observables

where the theoretical error is only of second order in isospin breaking and thus below the

per-mill level. However, as discussed in [708], it will be impossible to measure them to the

required level of accuracy.
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FIG. 6: Projected precision for various measurements of semileptonic B decays.
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RK⇤ = 0.94+0.17
�0.14 ± 0.08

(q2 > 0.045GeV2)

[Belle, arXiv:1904.02440] 

Lepton Flavor Universality is conserved in SM
RK and RK* should be unity

~2 sigma tension is reported by LHCb in RK*

Belle results is consistent with SM, 

but error is still large

Belle

RK⇤ = �(B ! K⇤µµ)/�(B ! K⇤ee)

 35

R(K ⇤): (Preliminary) Result

q

2 in GeV2/c4 All modes B

0 modes B

+ modes

[0.045, 1.1] 0.52+0.36
�0.26 ± 0.05 0.46+0.55

�0.27 ± 0.07 0.62+0.60
�0.36 ± 0.10

[1.1, 6] 0.96+0.45
�0.29 ± 0.11 1.06+0.63

�0.38 ± 0.13 0.72+0.99
�0.44 ± 0.18

[0.1, 8] 0.90+0.27
�0.21 ± 0.10 0.86+0.33

�0.24 ± 0.08 0.96+0.56
�0.35 ± 0.14

[15, 19] 1.18+0.52
�0.32 ± 0.10 1.12+0.61

�0.36 ± 0.10 1.40+1.99
�0.68 ± 0.11

[0.045, ] 0.94+0.17
�0.14 ± 0.08 1.12+0.27

�0.21 ± 0.09 0.70+0.24
�0.19 ± 0.07

All measured values are in
accordance with the SM and
other recent measurements.

First measurement of R(K⇤+).
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RK⇤ (Belle)
<latexit sha1_base64="osfgweYu3LaL6xyIzs46MPpOptY=">AAACEXicdVBJTgJBFK12RJxaWbqpCCbognRjnHYENyZu0MiQAJLq4gMVqodUVZt0OpzCA7jVI7gzbj2BJ/AaFtAmSPQlP3l5789OwJlUlvVpLCwuLa+sptbS6xubW9vmzm5N+qGgUKU+90XDIRI486CqmOLQCAQQ1+FQd4aXY7/+AEIy37tTUQBtl/Q91mOUKC11zEzuthNf38dHo1EO58vAORx2zKxVsCbAM+TEsi9ObWwnShYlqHTMr1bXp6ELnqKcSNm0rUC1YyIUoxxG6VYoISB0SPrQ1NQjLsh2PFl+hA+00sU9X+jwFJ6osxUxcaWMXEdnukQN5Lw3Fv/06EAvAGJuvOqdt2PmBaECj06n90KOlY/H78FdJoAqHmlCqGD6ADzuQ6juJNP6Mz/n4/9JrViwjwvWTTFbKic/SqE9tI/yyEZnqISuUAVVEUURekLP6MV4NF6NN+N9mrpgJDUZ9AvGxzcyDZxu</latexit>

RK⇤ (all)
<latexit sha1_base64="6JSVNCkDfkLdyAIwliK2JfHIWgg=">AAACD3icdVBJTsMwFHXKVMqUwpKNRYtUWFRJWcCygg0Sm4LoILUhclynteo4ke2AqiiH4ABs4QjsEFuOwAm4Bk5bJCjwJctP7/3xeRGjUlnWu5FbWFxaXsmvFtbWNza3zOJ2S4axwKSJQxaKjockYZSTpqKKkU4kCAo8Rtre6CzT27dESBryazWOiBOgAac+xUhpyjWL5Ss3ubhJDtO0DCuIsQPXLFnVmpUF/A3s6uS3SmAWDdf86PVDHAeEK8yQlF3bipSTIKEoZiQt9GJJIoRHaEC6GnIUEOkkk9VTuK+ZPvRDoR9XcMJ+r0hQIOU48HRmgNRQzmsZ+aeGh3oBIubGK//ESSiPYkU4nk73YwZVCDNzYJ8KghUba4CwoPoAmPVBWHeSBe3M1/nwf9CqVe2jqnVZK9VPZx7lwS7YAxVgg2NQB+egAZoAgzvwAB7Bk3FvPBsvxus0NWfManbAjzDePgGzqpuf</latexit>

9 Radiative and Electroweak Penguin B Decays

Table 67: The Belle II sensitivities to B ! K(⇤)`+`� observables that allow to test lepton

flavour universality. Some numbers at Belle are extrapolated to 0.71 ab�1.

Observables Belle 0.71 ab�1 Belle II 5 ab�1 Belle II 50 ab�1

RK ([1.0, 6.0] GeV2) 28% 11% 3.6%

RK (> 14.4 GeV2) 30% 12% 3.6%

RK⇤ ([1.0, 6.0] GeV2) 26% 10% 3.2%

RK⇤ (> 14.4 GeV2) 24% 9.2% 2.8%

RXs
([1.0, 6.0] GeV2) 32% 12% 4.0%

RXs
(> 14.4 GeV2) 28% 11% 3.4%

QFL
([1.0, 2.5] GeV2) 0.19 0.063 0.025

QFL
([2.5, 4.0] GeV2) 0.17 0.057 0.022

QFL
([4.0, 6.0] GeV2) 0.14 0.046 0.018

QFL
(> 14.2 GeV2) 0.088 0.027 0.009

Q1 ([1.0, 2.5] GeV2) 0.59 0.24 0.078

Q1 ([2.5, 4.0] GeV2) 0.53 0.21 0.071

Q1 ([4.0, 6.0] GeV2) 0.43 0.17 0.057

Q1 (> 14.2 GeV2) 0.33 0.12 0.040

Q2 ([1.0, 2.5] GeV2) 0.32 0.12 0.040

Q2 ([2.5, 4.0] GeV2) 0.30 0.11 0.036

Q2 ([4.0, 6.0] GeV2) 0.24 0.090 0.029

Q2 (> 14.2 GeV2) 0.086 0.034 0.011

Q3 ([1.0, 2.5] GeV2) 0.32 0.12 0.040

Q3 ([2.5, 4.0] GeV2) 0.30 0.11 0.036

Q3 ([4.0, 6.0] GeV2) 0.24 0.090 0.029

Q3 (> 14.2 GeV2) 0.18 0.068 0.022

Q4 ([1.0, 2.5] GeV2) 0.50 0.18 0.056

Q4 ([2.5, 4.0] GeV2) 0.45 0.15 0.049

Q4 ([4.0, 6.0] GeV2) 0.34 0.12 0.040

Q4 (> 14.2 GeV2) 0.26 0.099 0.032

Q5 ([1.0, 2.5] GeV2) 0.47 0.17 0.054

Q5 ([2.5, 4.0] GeV2) 0.42 0.15 0.049

Q5 ([4.0, 6.0] GeV2) 0.34 0.12 0.040

Q5 (> 14.2 GeV2) 0.23 0.088 0.027

Q6 ([1.0, 2.5] GeV2) 0.50 0.17 0.054

Q6 ([2.5, 4.0] GeV2) 0.45 0.15 0.049

Q6 ([4.0, 6.0] GeV2) 0.36 0.12 0.040

Q6 (> 14.2 GeV2) 0.27 0.10 0.032

Q8 ([1.0, 2.5] GeV2) 0.51 0.19 0.061

Q8 ([2.5, 4.0] GeV2) 0.47 0.17 0.056

Q8 ([4.0, 6.0] GeV2) 0.38 0.14 0.045

Q8 (> 14.2 GeV2) 0.27 0.10 0.032
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If  the anomaly is true,

5 sigma confirmation is possible before 50/ab
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b̄ c̄
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⌫H+

tree level process with intermediate W±
R(D(⇤)) =
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Table 50: Expected precision for RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncer-

tainty for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic

errors respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04
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Fig. 70: Expected Belle II constraints on the RD vs RD⇤ plane (left) and the RD⇤ vs P⌧ (D⇤)
plane (right) compared to existing experimental constraints from Belle. The SM predictions

are indicated by the black points with theoretical error bars. In the right panel, the NP

scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical

and experimental improvements at Belle II, we provide estimates of the precision on RD(⇤)

and P⌧ (D⇤) in Table 50 for two integrated luminosities. In Fig. 70, the expected precisions at

Belle II are compared to the current results and SM expectations. They will be comparable to

the current theoretical uncertainty. Furthermore, precise polarisation measurements, P⌧ (D⇤),
and decay di↵erentials will provide further discrimination of NP scenarios (see e.g. Refs. [216?

] for a detailed discussion). In the estimates for P⌧ (D⇤), we take the pessimistic scenario that

no improvement to the systematic uncertainty arising from hadronic B decays with three

or more ⇡0, ⌘ and � can be achieved. However, although challenging, our understanding of

these modes should be improved by future measurements at Belle II and hence the systematic

uncertainty will be further reduced. As shown in Fig. 68, the Belle analyses of B ! D(⇤)⌧⌫⌧

largely rely on the EECL shape to discriminate between signal and background events. One

possible challenge at Belle II is therefore to understand the e↵ects from the large beam-

induced background on EECL. From studies of B ! ⌧⌫, shown earlier in this section, EECL

should be a robust observable.

the leptoquark model, a small deviation in R
D

(⇤) from the SM prediction is favoured by the LHC
bound [270]
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Future prospects. Based on the existing results from Belle and the expected statistical

and experimental improvements at Belle II, we provide estimates of the precision on RD(⇤)

and P⌧ (D⇤) in Table 50 for two integrated luminosities. In Fig. 70, the expected precisions at

Belle II are compared to the current results and SM expectations. They will be comparable to

the current theoretical uncertainty. Furthermore, precise polarisation measurements, P⌧ (D⇤),
and decay di↵erentials will provide further discrimination of NP scenarios (see e.g. Refs. [216?

] for a detailed discussion). In the estimates for P⌧ (D⇤), we take the pessimistic scenario that

no improvement to the systematic uncertainty arising from hadronic B decays with three

or more ⇡0, ⌘ and � can be achieved. However, although challenging, our understanding of

these modes should be improved by future measurements at Belle II and hence the systematic

uncertainty will be further reduced. As shown in Fig. 68, the Belle analyses of B ! D(⇤)⌧⌫⌧

largely rely on the EECL shape to discriminate between signal and background events. One

possible challenge at Belle II is therefore to understand the e↵ects from the large beam-

induced background on EECL. From studies of B ! ⌧⌫, shown earlier in this section, EECL

should be a robust observable.

the leptoquark model, a small deviation in R
D

(⇤) from the SM prediction is favoured by the LHC
bound [270]

176/690

sensitive to charged Higgs

> 5 sigma discovery would be 
possible



• Phase-1 : Accelerator commissioning without Belle2 detector

• Roll in of Belle2 detector : 2017 Apr.

• Phase-2 : Detector commissioning (~500 /pb)

• First collision : 2018 Apr.

• Phase-3 : physics data taking. 2019 Mar. - 
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the day before first collision 
(5:00 am)

behind the scene

status of SuperKEKB/Belle II



status of SuperKEKB/Belle II
• phase-3 run began at the 

beginning of April
• spring run ended in the morning 

on July 1st
• will resume autumn run in Oct.

• Achieved:
• beam current(max) = 660mA 

(target 2.6/3.6A)
• βy* : 2mm (target 0.3mm)
• Lpeak : 6.1x1033 (Belle-1 1x1034, 

target 8x1035)
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Belle II x5 = Belle III ??

• Flavor physics has potential of improvement to search new 
physics with larger data sample

• No concrete plan yet, just initial discussions..
• Belle II (50/ab) x5 = 250/ab

• baseline : Belle II structure, Belle II detector

• studies to understand limitation of detectors

• background reduction is crucial
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summary

• Belle II experiment at SuperKEKB aims to find New 
physics beyond the SM with ultimate precision 
measurement of heavy flavor decays

• Belle II physics run has just started

• We expect many interesting and exciting results in 
coming years !!
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